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ABSTRACT

Autonomous weapon systems have been widely debated throughout recent years. This 
article deals with autonomous weapon systems and the Law of Armed Conflict. Autono-
mous weapon systems are neither defined by international law, nor subject to specific regu-
lation. The use of autonomous weapon systems must be in accordance with existing rules 
governing the conduct of hostilities. Among these rules are the principles of distinction and 
proportionality and the duty to take feasible precautions in attack. The assessment under 
these rules is subject to the discretion of the reasonable military commander. Somewhere 
in the decision cycle, the law requires a human assessment, which in turn can be labelled 
reasonable. The pending issue appears to be where in the decision cycle a human touch 
must be performed.

In this article, I argue that autonomous weapon systems remain weapons and that they 
do not become humans, although we use human-like characteristics to describe them. Fur-
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thermore, I argue that because we call these weapon systems autonomous, we attribute them with human-like behaviour that they are not likely to possess in the near future, and subsequently that this attribution of human-like behaviour is not beneficial for our relationship to the machines or to the assessment of legality.
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1. INTRODUCTION: ANTHROPOMORPHISMS, AUTONOMY AND THE LAW
This article is about the use of autonomous weapon systems (AWS) and the law of armed conflict. While ‘autonomy’ and ‘robotics’ have become ubiquitous terms, their exact definitions remain unclear. The core of the idea of an autonomous weapon system is, however, possible to define as a weapon that operates on its own in a qualified way. This implies both that the system is technologically advanced enough to sense its surroundings and act accordingly, and that it is actually left alone. How much one emphasises the one requirement or the other varies, and I shall return to the issue of definitions, but first let me provide an introduction to the title – and the topic – of this article.

The title of this article is an allusion to Genesis 1:27: ‘So God created man in His own image; in the image of God He created him; male and female He created them.’ Both the title of this paper and the quoted passage from the Bible are anthropomorphisms, namely the attribution of human features to non-human entities, whether these are God or a Robot. It is seemingly difficult for human beings to understand the world around them without attributing some human features to what they see. My computer lives its own life, my car is a hard-working old creature, my horse is cocky – but also kind –, my cat is offended and the wind is angry. If we allow the benefit of the doubt for the question whether my cat really is offended and whether my horse actually is both kind and cocky, we may state with certainty that my car is nothing but a car, it is not really hard-working, it is simply an old Land Cruiser that happens to be almost impossible to kill.

With attributes mentioned so far it is fairly easy to tell which ones are simply descriptive attributions and which ones are true characteristics – but what about autonomy? Can weapons truly be autonomous? In this paper, I argue that weapons are not, and in the foreseeable future will not be autonomous in the human way of understanding autonomy. I furthermore argue that advanced weapon systems remain exactly that, weapons under the law of armed conflict. They do not, I argue, become human-like entities with their own will. The machine does not become a commander. Furthermore, the machine as such is not obliged to follow the law, but the human being using the machine is. Advanced machines

do, however, have an enormous capacity to process data. This ability must be used under the control of human beings, yet the degree of control in time and space is not a set menu. How this control can be exercised over a system that processes information – far beyond the ability of a human brain – is a core challenge.

In this article, the question of how AWS can be used in accordance with rules is examined from the perspective of the legal framework governing conduct of hostilities, the ‘Law of Armed Conflict’ (LOAC), and not from other perspectives, such as the International Human Rights Law governing (inter alia) the right to privacy. Autonomous weapons, as any weapon, are governed by LOAC and its sub-branches governing means and methods of warfare as well as the law of weaponry – the latter containing more or less specific rules concerning disarmament. Autonomous weapons have not become subject to any specific prohibitions, either concerning their production, stockpiling or transfer, or their use. An initiative has been taken, however, by Human Rights Watch (HRW) in order to ban ‘killer robots’ and the UN has hosted a number of Expert Meetings on Lethal Autonomous Weapon Systems (LAWS) within the framework of the Convention on Certain Conventional Weapons (CCW). In the following I shall first address the different approaches to the definition of AWS, then, in sections 3 and 4 I shall address more closely the legal framework governing AWS and discuss what the law requires from the commander using such systems. Finally, I present my conclusions in section 5.

3. LOAC applies in armed conflicts, either international or non-international. International armed conflicts are governed, partly, by the four Geneva Conventions (GCs) as well as their first Additional Protocol. See Geneva Convention for the amelioration of the condition of the wounded and sick in armed forces in the field (GC I) (adopted 12 August 1949, entered into force 21 October 1950) 970 UNTS 75, Geneva Convention for the amelioration of the condition of the wounded, sick and shipwrecked members of the armed forces at sea (GC II), (adopted 12 August 1949, entered into force 21 October 1950) 971 UNTS 75, Geneva Convention relative to the treatment of prisoners of war (GC III) (adopted 12 August 1949, entered into force 21 October 1950) 972 UNTS 75, Geneva Convention relative to the protection of civilian persons in time of war (GC IV) (adopted 12 August 1949, entered into force 21 October 1950) 973 UNTS 75 and Protocol Additional to the Geneva Conventions of 12 August 1949, and relating to the protection of victims of international armed conflicts (Protocol I, hereinafter AP I) (adopted 8 June 1977, entered into force 7 December 1978) 17512 UNTS 1125. See Common Article 2 to the four GCs and Article 1 of AP I. Non-international armed conflicts are governed, partly, by Protocol Additional to the Geneva Conventions of 12 August 1949 and relating to the protection of victims of non-international armed conflicts (Protocol II, hereinafter AP II) (adopted 8 June 1977, entered into force 7 December 1978) 17513 UNTS 1125, see Article 1(1). See also Common Article 3 to the four GCs.


2. THE WORLD AS IT IS AND THE WORLD ACCORDING TO THE LAW: WHAT IS THE DEFINITION OF A ‘FULLY AUTONOMOUS WEAPON SYSTEM’?

2.1 Unpredictable but not self-aware systems

Definitions are crucial for legal regulation. It is impossible to ban or restrain an unknown entity. Furthermore, how a leading State or the organised international community choose to define autonomous weapon systems will determine whether these weapon systems are seen as existing systems or solely as weapons of the future. Yet, a commonly agreed definition appears to be truly difficult to achieve.

In the past, treaty prohibitions governing the means of warfare have emerged after the international community witnessed a specific use, such as the use of gas during the First World War and the vast civilian damage caused by cluster munitions and anti-personnel mines. Some prohibitions have been introduced due to the potential devastating use of particular weapons (for example, explosive projectiles under a certain weight and blinding laser weapons), either with regard to the indiscriminate effect on civilians or the potential suffering inflicted on combatants. AWS have not (yet) proved devastating in use and opinions differ as to whether they are even in use. Partly because of this, the definitional challenge becomes even more strenuous.

Above, in the introduction, I have already presented a preliminary definition of an autonomous weapon as one that operates on its own in a qualified way, which implies both that the system is technologically advanced enough to sense its surroundings and act accordingly, and that it is actually left alone.

How one defines a ‘fully autonomous weapon system’ beyond this preliminary approach depends on whom you ask. There are at least three approaches to autonomy. According to the first, the concept is used in a rather wide sense, referring to the absence in intensity of human control in time and space – namely, that the system is left alone. This category encapsulates existing automatic weapons systems, from the simplest forms of pre-programmed mines with the use of trip-wires or signatures, to the most advanced automatic...
air-defence systems. Some also divide this broad category into two, arguing that the way a weapon is used – that it is actually left alone – is a separate category and that the true wide approach embraces systems that are able to select and engage targets without human intervention. In this article I view these as one broad category. If one uses a broad definition, this entails that the same weapon system may be both autonomous and automatic (or semi-autonomous). In cases where the system is operating under a certain degree of human control, it will be automatic, and where it is operating under less (or hardly any) human-imposed limitations in time and space, it will not. As opposed to others, I do not link the definition of autonomy to whether the system, when used in an autonomous mode, is used in accordance with LOAC. Very often, the degree of human control will determine whether the system is used lawfully. This does not, however, necessarily influence the definitional question. Having said this, some do link the definition to the fact whether the system can be used in accordance with the law – this the third category, dealt with below.

A second (more narrow) category refers to the inherent technical features of the weapon system – and reserving the term autonomy for systems that are technically advanced enough to understand a mission, that is to search for, identify and attack targets without any human operator intervening – or simply that they are able (through technology) to change their behaviour according to changes in circumstances, i.e. that they are adaptive. In the latter cases, some refer explicitly to artificial intelligence, others not. The core of the first part of the second category, however, is that none of the existing systems are (usually considered to be) capable of understanding the commander’s intent, and thus capable of being fully autonomous. A system capable of knowing its commander’s intent would know its commander very well and, more often than not, act according to his intentions. This approach leaves us with the impression that the term ‘autonomy’ is reserved for machines that operate in a way beyond human understanding. When finally understood, they are called ‘automatic’. If understood in this way, the group of autonomous systems will change in accordance with technological development.

10. An example of this is the US definition, ‘weapons that, once activated can select and engage targets without further intervention by a human operator. This includes human supervised weapon systems that are designed to allow humans to override operation of the weapon systems: see United States Department of Defense (US DoD), ‘Directive Number 3000.09 Autonomy in Weapons Systems’ (21 November 2012). In the same direction, see the working definition chosen by Norway: ‘weapons that would search for, identify and attack targets, including human beings, using lethal force without any human operator intervening’. The latter definition was presented at the CCW conference (2016), pointing out that it is a working definition, not a proper legal definition. Document on file with author.

11. Horowitz (n 6) 92.

12. For such an approach, see the third category accounted for by Horowitz, ibid, 93.

13. This is the approach taken in British doctrine: ‘Autonomous systems will in effect be self-aware… as such they must be capable of achieving the same level of understanding as a human… as long as it can be shown that the systems logically follows a set of rules or instructions and are not capable of human level of situation understanding, they should only be considered automated. See Ministry of Defence (MoD), ‘Joint Doctrine Note 2/11: The UK Approach to Unmanned Aircraft Systems’ (30 March 2011).


15. Horowitz (n 6) 89 (referring to a ‘narrow construction’ where AWS are distinct from the weapons today, excluding rare exceptions).
A third category links the definition to the ability of the system to abide by international law. The following ‘working definition’ was proposed by Switzerland during the April 2016 Expert meeting on CCW: ‘weapons systems that are capable of carrying out tasks governed by IHL in partial or full replacement of a human in the use of force, notably in the targeting cycle’. Some commentators have also presented a ‘functional approach’ to AWS, leaving aside the challenge of definitions and focusing on the different challenges AWS represent for the law when looking at the different elements of the system: its munitions and platforms. This approach resembles the approach that would, in any case, necessarily have to be taken while applying the law as it is to new technology.

While the first definition suffers from challenges of being over-inclusive, the latter (third) definition suffers from being circular. The second definition understood in the UK view may be under-inclusive when referring to a ‘human level’ of understanding a mission, appearing to reserve the term ‘autonomy’ in practice for human-like robots only. In this paper, I understand autonomy according to the second view above (but not identical to the UK view), as a system’s technical ability to adapt to changes in circumstances and, due to this, its ability to search for, identify and attack targets without human intervention. This means that I exclude from the category of autonomous weapons, for example, loitering missiles which are pre-programmed to search for certain targets according to a pre-defined algorithm, and to attack these without human intervention. These weapons are, when operating without errors, predictable. Autonomous systems are, by their very nature, unpredictable. The scope of unpredictability is, however, limited because AWS do not possess self-awareness. Even though the scope of unpredictability is limited, the deeply rooted scepticism towards autonomous weapon systems appears to lie precisely in the fear of the unpredictable features of these systems. I argue here that the anthropomorphism of autonomy contributes to the fear of the systems and to our expectations as to their behaviour. Hence, because we think their behaviour is autonomous in the human meaning of the word, we fear the machines and expect similar behaviour from them as from a human being. I shall pursue the core of anthropomorphism in the following.

2.2 Autonomy and machines: putting a dress on a cow?

‘I am not a gun’ says the cartoon robot the ‘Iron Giant’, in the movie by Brad Wird from 1999, when the Giant discovers that the boy is his friend. The Iron Giant is in possession of one of the most human-specific characteristics: the ability of perception and self-awareness. That is, the ability to model a picture of the real-life world based on its own senses and, thereafter, to place itself within that picture. The ability to perceive and be self-aware is

17. Horowitz (n 6) 95-97.
among the core abilities expected from military commanders: to be able to adjust the use of force to circumstances ruling at the time. Autonomy is thus an intrinsically human term. An autonomous person has the freedom and ability to govern itself and to act according to its perceptions of the world around. Using the term with machines entails a humanisation of the machine – an autonomous machine constitutes an anthropomorphism. By necessity, this task becomes partly strained, which in turn may contribute to the difficulties of agreeing upon a definition. Furthermore, the anthropomorphism may create an illusion that an ‘autonomous’ machine will behave just as a human being going rogue, and that the machine may decide its own enemies and create its own goals and values. I do not, however, believe that a machine going rogue in the same manner as a human being is the real issue of concern. This is why the heading of this sub-section asks whether we are ‘putting a dress on a cow’ when using the language of autonomy on machines. Instead of ‘dressing up the cow’ and expecting human-like behaviour, the focus could more fruitfully be on those characteristics of the weapon system suited to describe the system as ‘autonomous’ and, subsequently to deal with these characteristics according to the law.

The linguistic aspects of autonomy also invite us to address a deeper issue already launched at the outset of this article – do we deal with machines or men before the law? Are weapons (and systems) becoming humans – or are they simply a means of warfare? Are the weapons becoming their own users? As already noted in the introduction, I argue that machines remain a means of warfare, regardless of whether they resemble humans in certain respects. A number of other aspects of whether machines, in one way or another, become their own users and thus remove human presence are, in my view, primarily but not exclusively of ethical concern. The question ‘who are they?’ when speaking of autonomous weapon systems also relates to issues of accountability – namely, the question of where to place responsibility. Beyond what is discussed in sections 3 and 4 below, I do not address issues of accountability in this article. I do, however, address those legal assessments that presumably require a human touch. Let us, therefore, turn to the main question: what are the legal requirements that autonomous weapon systems can or cannot comply with?

22. Toscano (n 20) 197.
24. The question is, among others, raised by Jo Sannem and Eirik Skøyeneie, ‘Jussens treghet og teknologiens fem-milssteg’ in Tor Arne Berntsen, Gjert Lage Dyndal and Sigrid Redse Johansen (eds), Når Dronene Våkner (Cappelen Damm Akademiske 2016) 109-129.
25. In the same direction, see US Working Paper (n 23) paragraphs 13 and 25.
3. THE LAW GOVERNING AUTONOMOUS WEAPONS: LEGAL ASSESSMENT AS A HUMAN VENTURE

The point of departure concerning AWS is introduced above, that AWS are not subject to specific regulation – or ban. Today AWS are subject to general rules governing the means and methods of warfare (formerly referred to as the Hague Convention); that is to say, they must not be of a ‘nature to cause superfluous injury or unnecessary suffering’ to combatants, they must not be inherently indiscriminate and they must otherwise be used in accordance with the principles of distinction and proportionality, as well as the duty to take feasible precautions in attack.27

Autonomous weapon systems are seldom claimed to be mala in se, such as, for example, chemical and biological weapons.28 Their potential for being uncontrollable is what causes concern. Limitations upon autonomous weapons ought to be achieved through the enforcement of the prohibition of means and methods of a ‘nature to cause superfluous injury or unnecessary suffering’, the prohibition of indiscriminate attacks and the duty to take feasible precautions in attack. Admittedly, some arguments may be offered with regard to the prohibition of means and methods of a nature to cause unnecessary suffering, such as the ability to recognise a surrendering enemy. It is, however, first and foremost with regard to the prohibition of indiscriminate attacks and the precautionary duties that legal challenges have been stacking up.29 I therefore devote the remaining parts of this article to the latter rules.

Although there is no requirement in the law that attacks must be conducted by humans30 (they may for example be conducted by animals such as dogs or dolphins), the application of law is not a mechanical process that can be performed by machines in its entirety. Legal norms within this field of law are highly discretionary, using words such as ‘excessiveness’ and ‘advantage’; they call upon an assessment by military commanders.31 This has a twofold implication: both a duty to assess for each military commander according to his/her rank

26. St. Petersburg Declaration (n 8). The rule is repeated in the Hague Regulations (n 8), where the English translation of Article 23(e) reads that it is forbidden: ‘To employ arms, projectiles, or material calculated to cause unnecessary suffering.’ The debate (relating to the French and English texts) concerning the differences between ‘superfluous injury’ and ‘unnecessary suffering’ and between ‘calculated to cause’ and ‘of a nature to cause’ is now obsolete, subsequent to the adoption of the provision in AP I (n 3) Article 35(2), where it is stated that: ‘It is prohibited to employ weapons, projectiles and material and methods of warfare of a nature to cause superfluous injury or unnecessary suffering.’

27. Codified in AP I (n 3) Articles 51(4), 48, 50 and 52(2), as well as Articles 51(5)(b) and 57.


and situational awareness, and a flexibility to apply the law in accordance with rapid changes in circumstances – the ‘fog of war’. To fulfil the duty to assess, there must be a human being somewhere ‘in the loop’ when attack decisions are made using autonomous weapon systems. The pertinent question is – where in the loop? This question relates to the intensity of weapons control in time and space. The question can also be reformulated to illustrate the relationship between man and machine: where and to what degree does ‘man’ have to interfere with ‘machine’ in attack decisions? Highly discretionary legal concepts such as ‘excessiveness’ and ‘advantage’ appear human in character. Usually, the question of whether an attack was launched in order to achieve a ‘military advantage’ must be determined according to a threshold of ‘reasonableness’. Simply put, a military advantage entrusted a certain weight is a military advantage if a reasonable commander under similar circumstances would consider it to be so. In turn, the notion of reasonableness has a specifically ‘perception-based’ feature. An attack decision must always be reasonable under the concrete circumstances. This latter point arguably represents an inherent challenge for machines with little or no ability to perceive. The next section turns towards ‘reasonableness’.

4. MAN-MADE ‘REASONABleness’

4.1 Artificial intelligence: the rise or fall of the reasonable commander?

As introduced above, military commanders must assess the existence and weight of the ‘military advantage’ of an attack, as well as whether the attack must be expected to cause ‘excessive’ collateral damage compared to the concrete and direct military advantage anticipated. I shall mainly use the terms ‘advantage’ and ‘excessiveness’ in the following analysis.

32. See Johansen, ibid section 4.6 and Andrew D McClintock, ‘The Law of War: Coalition Attacks on Iraqi Chemical and Biological Weapons Storage and Production Facilities’ (1993) 7 Emory International Law Review 633, 644-645, where McClintock argues that the acquittal of Rendulic in the Hostage Case, reflects the deference given to decisions made while the commander is enshrouded in the ‘fog of war’.


34. See Thomas Slenavik and Sigrid Redse Johansen, ‘Missilangrep og folketermin – ute av syne ute av sinn?’ in Tor Arne Berntsen, Gjert Lage Dyndal and Sigrid Redse Johansen (eds), Når Dronene Våkner (Cappelen Damm Akademiske 2016) 219-244.


36. See US DoD, ibid 199 and AP I (n 3) Article 52(2) referring to the ‘circumstances ruling at the time’.
Both terms are not only highly discretionary, as pointed out above, but also relative: ‘advantage of what?’; ‘to achieve what?’; ‘excessive compared to what?’ and so on. Furthermore, a military advantage is a highly subjective concept: advantage for whom? Consequently, those military commanders assessing the anticipated military advantage must know the aim of the military operation they are taking part in, and they ought to know the relative strength of their opposing forces. By way of illustration, let us assume that the operational objective of a phase of an operation is to establish air superiority in the area of operations. The military advantage relates to this objective. In order to create air superiority it may prove necessary to attack enemy air defence systems, command and control systems, as well as airfields. The relative importance of these targets is subject to the assessment of the reasonable commander. On the other hand, the assessment of the probability of tactical success in attacking each one of these targets by the use of a specific kind of ammunition, may be better performed by machines. Just as a machine can calculate the next move in the game of chess, predictions of enemy behaviour in the air (‘dogfights’) may be better performed by machines. The first example (the relative importance of the targets) belongs to reasoning, the latter example is a question of artificial intelligence. Weapons may be smart and even intelligent, but they do not yet possess reason in the ‘human’ definition of the concept.

At a certain stage, the law of armed conflict becomes a question of whether we can accept that human reason shall yield to intelligent weapons. Or rather, smart weapons, as they obviously lack the social/human dimension of intelligence. Does international law accept that the reasonable commander is being replaced by artificial intelligence?

We may therefore ask, as in the heading of this subsection, what does the technological development represent – a rise or a fall of the reasonable commander? Does he or she have to be even more reasonable than before to administer the advanced level of technology, or will he or she simply be out-conquered by algorithms? In the following I shall argue that commanders i) will have an even more onerous burden of reasonableness than before and ii) cannot be replaced in their performance of assessment by machines. Eventually, this is also why machines ought not to be compared to humans in this regard.

37. For a more in depth introduction to these questions, see Johansen (n 31) section 13.1.
38. See ibid section 13.3 as well as the US DoD (n 35) 244 and Michael Schmitt, ‘Asymmetrical Warfare and International Humanitarian Law’ (2008) 62(1) Air Force Law Review 1, 28: ‘Ultimately, no objective means of valuing either incidental injury/collateral damage or military advantage exists. Instead, it is the subjective perspective of the party carrying out the proportionality assessment that matters.’
39. This position is based on the fact that the advantage relates to the ‘attack as a whole’, as specified by a number of ratifying states with regard to the scope of AP I (n 3) Articles 51 and 57. See UK Declaration of 28 January 1998. Similar declarations are posited by Australia on 24 June 1991, Canada on 20 November 1990, Belgium on 20 May 1986, Germany on 14 February 1991, Italy on 27 February 1986, The Netherlands on 26 June 1987, New Zealand on 8 February 1988 and Spain on 21 April 1989. The notion of the ‘attack as a whole’ is also reflected in UN General Assembly, Rome Statute of the International Criminal Court (last amended 2010) 17 July 1998, Article 8(2)(b)(iv).
4.2 The expansive duty to take feasible precautions in attack: a matter of the commander’s choice

The reason for my position, as stated above, lies at least in part in the expansive duty to take feasible precautions in attack, to spare the civilian population, civilians and civilian objects. First, I will briefly address the ‘commander’, and then move on to the precautionary duties. The heading of this sub-section refers to the ‘commander’s’ choice, but who is he or she? Upon whom does the duty lie? The wording of treaty law refers to ‘those who plan or decide upon an attack’, which in principle addresses all levels in the military chain of command. Some assessments, though, are in certain cases presumed to be carried out on a relatively high level of command, such as the assessment of the military advantage anticipated from an attack as a whole. As the example above shows, the attack as a whole may encompass the coordinated effort to achieve air superiority. In these cases, the military advantage is presumed to be assessed on the operational level of command and reassessed on tactical levels of command if circumstances change.

What about the precautionary duties of the commander? Commanders involved in both planning and/or conduct of an attack shall take all feasible precautions to:

- verify that the target is a military objective – that is, that by its nature, location, purpose or use, it makes an effective contribution to military action and that its destruction, capture or neutralization will offer a definite military advantage;
- refrain from and eventually cancel or suspend an attack if it becomes apparent that the attack may be expected to cause excessive collateral damage compared to the concrete and direct military advantage anticipated (the proportionality rule).

40. This duty is laid down in AP I (n 3) Article 57 and its core represents customary international law. With regard to the latter, see for example US DoD (n 35) paragraph 5.11 for an illustration of what applies as a minimum for States not parties to the AP I.
42. See Johansen (n 31) with regard to the notion of the attack as a whole in general. With regard to the specific level of command under concrete circumstances, see Michael Bothe, Karl Josef Partsch and Waldemar A Solà, New Rules for Victims of Armed Conflicts: Commentary on the Two 1977 Protocols Additional to the Geneva Conventions of 1949, (2nd ed., Martinus Nijhoff Publishers 2013) 409 where it is argued that: ‘In a coordinated military operation, the relative importance of the military objective under attack in relation to the concrete and direct military advantage anticipated is not a matter which can be determined by individual tank leaders, the commanders of lower echelon combat units or individual attacking bomber aircraft. If assigned a fire or bombing mission they must assume that an appropriate assessment has been made by those who assigned the mission. Thus, in this situation, the decision to cancel will have to be made at the level where the decision to initiate the attack was made.’
44. This summary is based on, but not quoted, from the AP I (n 3) Article 57(2)(a)(i) and (iii).
I shall address each of these two interrelated duties in some more detail. The duty to ‘verify’ that the target is a military objective invites the obvious questions: what does it mean to ‘verify’, which measures are ‘feasible’ in order to achieve verification, and how much of the verification process can be left to a machine – to an autonomous weapon? In simple terms, ‘verification’ means ‘to prove’ that the target is a lawful target, but the rule must not be confused with a duty to be certain. Nor is it a general requirement of ‘eyes on target’, as some doubt will always exist. Using the qualifying term ‘feasible’, the precautionary rule addresses the measures required in order to be as certain as possible under the circumstances. Obviously, one cannot verify having found a military objective unless one knows what the objective looks like. Verification therefore presumes recognition of some sort.

The duty to suspend or cancel attacks is closely linked to the duty to verify that the target is a military objective – with the additional requirement of observing the proportionality rule, namely that an attack shall be cancelled or suspended if it becomes apparent that the target is not a military objective, or that it may be expected to cause excessive collateral damage. The law, therefore, requires some sort of estimate of collateral damage. The duty encompasses an assessment of what collateral damage is reasonably foreseeable. This is a duty that obviously requires situational awareness through human perception. Furthermore, if one attack goes wrong, corrections may be expected according to the assessment of the damage (the so-called battle damage assessment – BDA).

The process of recognition can be feasibly done in accordance with the law by an automated or an autonomous weapon, if the parameters to match are inputted into the weapon in advance – to hit an object with a known signature. Problematic situations may arise if the parameters are very few, given that errors in recognition may occur, or that the weapon operates on its own over a considerable time, or travels over long distances, or a combination of these. These challenges are familiar to all highly automated weapons, such as with the use of unmanned aerial vehicles (UAVs or ‘drones’), combat systems on frigates (such as AEGIS, used by the Norwegian Armed Forces), as well as sea mines. Autonomous weapons, understood in the narrow sense as referred to above, pose additional challenges. If the autonomous weapon system has learned to recognise objects that have not previously been programmed into it, from its own observations – i.e. it is trying to achieve a level of perception – it may attack objects which have not been chosen by humans, but which ‘fit’ what the weapon system has learned about other objects. For example, the system knows that tanks have tank turrets and tracks, and the autonomous system is able to use this infor-

45. For example, see Michael Schmitt (ed), Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations (2nd ed., Cambridge University Press 2017) 475, commentary 12 to rule 113, commenting on the proportionality rule, emphasising that ‘Expectation and anticipation do not require absolute certainty of occurrence.’
46. In the same direction, see Boothby (n 30) 121.
47. For a more thorough account of the same position, see Johansen (n 31) paragraph 14.3.1.
49. See Slensvik and Johansen (n 34) 227.
50. ibid.
mation even if observing the vehicle from another angle than in the picture loaded into it. The autonomous system can add and process data beyond what is predicted by the human operating it. Such a system may prove demanding to operate by military commanders, not knowing exactly what information (data) the system will choose to collect and rely upon. Having said this, the use of autonomous processes in weapon systems may not necessarily produce more targeting errors during attacks. On the contrary, high-level technology may provide commanders with more comprehensive and up to date information about the target and the target area, creating a higher level of situational awareness. Furthermore, a number of errors are also likely to happen with humans in or on the loop, controlling the information loaded into the weapon and deciding for the system what the threshold is for verifying that an object is a military objective (a lawful target). The pending issue appears, rather, to be which errors are expected vs. which errors are accepted. An error in verification due to incorrect data may be acceptable as accidental – provided that the error appeared reasonable according to the circumstances. For example, civilian use of – or presence within – a compound expected to be a military training camp, and only this, may not have been reasonable to expect.\textsuperscript{51} If, on the other hand, the error of attacking an object that proved to be civilian was done by an autonomous system, was that error reasonable?

Two points shall be made in this regard: first, that the legal environment does not appear to be equally forgiving for mistakes made by machines as by humans, simply because it is counter-intuitive to label machines as reasonable. On the contrary, they are, by nature, unpredictable and the potential for systemic errors appears less consistent with the law than tragic accidents. Second, the human will never be completely ‘out of the loop’. This formula rests on a relative premise, namely that the human is far away (in time or space) from the attack decision. Nevertheless, recalling that the weapons system is a means of warfare and not an actor in warfare, a human being will always be accountable. After all, it will be a human decision to use the system against the category of target, within the area of operations, with ammunition, and so on. No matter how much autonomy a weapons system may eventually possess, the ultimate control of the weapon will expectedly rest with the reasonable commander. He or she will have to rise to the expectations of advanced weaponry, in order to comply with LOAC. He or she will have to know when to reassess the legality of the attack and thus to adequately interact and, when necessary, intervene on the autonomous system in time or space. As expectations of accuracy and precision increase, a parallel expectation of situational awareness arguably arises. For example, the law may arguably require a high degree of communication between the missile launch area and the forward air controller in the target area. It should be pointed out, however, that a high degree of communication does not necessarily mean very intense or extensive communication; it may imply sharing time sensitive information at the right time – for example, on changes in the circumstances in the target area.

\textsuperscript{51} An example where the views on the matter differ is the US bombing of the Al-Firdus bunker/shelter during the Gulf War in 1991. For the different views, see US DoD, \textit{Conduct of The Persian Gulf War: Final report to Congress} (US DoD 1992) 617 (where it is argued that the attack was lawful and necessary) and Human Rights Watch, \textit{Needless Deaths in the Gulf War: Civilian Casualties During the Air Campaign and Violations of the Laws of War} (Human Rights Watch 1991) 137 (where the legality was questioned on the basis of what information could reasonably be expected to be possessed).
5. CONCLUSIONS

In this article I have put forward two inter-related main arguments: first, that machines – due to their technological construction – cannot be characterised as autonomous in the human meaning of the word; and second, that the point of departure still remains – namely that relevant targeting assessments required by the law of armed conflict must be taken by human beings. The law does not state, however, how these assessments are to be carried out in practice. Furthermore, and on a more abstract level, the application of law to the employment of so-called autonomous weapon systems is made difficult because we label them autonomous. The attribution of human features to the machine (anthropomorphism) creates an expectation that the machine can perform human-like assessments. This expectation ought to be rebutted. We should not truly attribute these human features to the machine.

The general rules on precautions in attack do not seem to allow the reasonable commander to be replaced by automation or autonomy – human presence is required. The crucial issue appears to be where in the ‘loop’ the presence is required, and with what intensity. In short, high-tech weaponry requires highly skilled management. The diversity of autonomy in weapon systems and accompanying information gathering systems does not give room for a statement for or against the compliance with the law of armed conflict. Autonomy in weapon systems must be carefully used in order to comply with the law. Errors made by machines are arguably less tolerable if representing potential systemic errors than errors made by presumably reasonable commanders. Military commanders are therefore, arguably, expected to overrule autonomous systems anywhere precautionary duties so demand. This point does not, however, give reason for stating that autonomous systems as such are unable to be used in accordance with the law of armed conflict.

The attribution to them of human features does not turn autonomous weapon systems – the machines – into humans. On the contrary, the demands upon the operators appear to increase in equal step as the technological development moves forward. It is likely that there will be strict demands upon the human-machine interface in order to make advanced future technology fit within the law. So, Man created Robot in his own image, and they both have to work out their friendship – not only to look themselves in the mirror. In the end, it appears to be of paramount importance that the machines are not only properly controlled by humans, but also properly tested in all their autonomous functions and in how these interact with the human in the loop – in other words, meaningful human control.