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Preface

BI Norwegian Business School is an independent, not-for-profit foundation and the main provider of research-based knowledge on business and management disciplines in Norway. Since the school’s establishment in 1943, BI has grown to become one of Europe’s largest business schools, with around 20,000 students and 900 employees. BI is the largest supplier of economic and administrative competences and skills in Norway, with more than 200,000 graduates since 1983. BI Norwegian Business School is the home of world-renowned experts in the school’s areas of specialization, including finance, economics, management, strategy, and marketing.

BI has undergone tremendous change over the last few decades. Having started as an evening school for professionals, it has become one of Europe’s most advanced research institutions, attracting world-class researchers, students, and speakers, while educating professionals to lead society forward. This book is a testimony to this transformation. Its publication corresponds with BI Norwegian Business School’s 75th anniversary celebrations, which are focused on our devotion to research and knowledge creation for the benefit of society at large.

Oslo, August 2018

Amir Sasson
Chapter 1
Introduction

AMIR SASSON

EXCITING AND UNCERTAIN TIMES

Arguably, we live in the most exciting and alarming period of transformation in human history. Within less than two generations, ever since Ray Tomlinson sent the first email in 1971—or three generations if we want to start the clock at the invention of the first digital computer—information technology has penetrated almost every aspect of our lives. Unlike the industrial revolution that primarily benefited richer nations and privileged individuals, diffused through colonial powerhouses, 70% of the world’s youth are online and 58% of the entire world population has a mobile broadband subscription (International Telecommunication Union, 2017). The current technological revolution transforms how we search for information, learn (from Wikipedia to online courses), spend our spare time (e.g., Candy Crush, Pokémon GO, YouTube, Facebook), produce (from molding to additive manufacturing), what we learn (limited textbooks to the Internet), and with whom we socialize (e.g., Snapchat, Tinder), to name merely a few aspects.

Business is no less affected. “Information is king” has dethroned “cash is king.” Cash may still retain a certain royal status, but the crown sits serenely on the heads of those who control information. Traditional cash-rich industries (e.g., media, photography) have experienced the rapid depletion of positive cash flows when the fundamental economic principles of their cash-generating business models fell apart (Afuah & Tucci, 2003; Amit & Zott, 2012; Kolbjørnsrud, Amico, & Thomas, 2016). In other industries, traditional businesses are feeling the earth trembling beneath their feet. It is not that such traditional economic activities are necessarily disappearing; it is merely that production and service provisioning are becoming secondary in the new balance of power, whereby those who possess information also substantially influence value appropriation.

New business models primarily based on mediating technology (Sasson, 2008; Stabell & Fjeldstad, 1998; Thompson, 1967) have taken over as the economic superpowers. In 2018, Apple Inc., Alphabet Inc., Microsoft, Amazon, and Tencent have the highest market capitalizations in the world. Seven of the largest 10 publicly traded firms are a direct creation of the current technological revolution. In the
1970s, 1980s and 1990s, the largest firms were oil producers, industrial conglomerates and retailers (with the exception of IBM and AT&T, both dethroned long ago).

It should be noted that the center of gravity in terms of the underlying economic knowledge of such firms and markets has been at UC Berkeley (e.g., Katz & Shapiro, 1985; Shapiro & Varian, 1998), NYU (Economides, 1996) and at BI Norwegian Business School (Fjeldstad & Andersen, 2003; Fjeldstad, Snow, Miles, & Lettl, 2012; Stabell & Fjeldstad, 1998). At UC Berkeley, network economics developed hand-in-hand with the most vibrant information technology cluster in the world (Saxenian, 1994). The existence of world-class universities developing cutting-edge technologies, coupled with dedicated researchers in locally-present business schools, has created positive reinforcing loops further increasing cluster attractiveness (Reve & Sasson, 2012). Such symbiotic relationships have had a tremendous effect on the education of new generations of mediating firms’ managers, public policy, court rulings and legislation that at the time lacked a fundamental understanding of network economics. At BI Norwegian Business School, the understanding of network business models developed in spite of the lack of a sizeable local industry and world-leading cluster in the vicinity.

When technological developments dramatically influence individual behavior on the one hand, and markets on the other, the daily life of corporations are not immune to the upheaval. Let us merely examine some examples from finance. Traditional financing arrangements are complemented and threatened by crowdfunding, blockchain and various corporate and non-corporate venture capital firms (Dushnitsky & Shapira, 2010). Investment, which is commonly home biased (Coval & Moskowitz, 1999), is now facing not only information overload but also large sovereign-backed investors that control roughly 10% of globally traded stocks and who are prohibited from investing at home (See also: Capapé & Santiso, 2017).

We will discuss additional matters that are pressing for corporations below. First, let us just admit the obvious: We are bewildered, overwhelmed, we fear redundancy and are largely in the dark on how to succeed in this new era. It does not become any easier when some argue that we are currently observing the last generation of the simple, non-upgraded, humans (Harari, 2016), that traditional long-tail manufacturing will be replaced by instantaneously automated production (Anderson, 2012; Sasson & Johnson, 2016), and that artificial intelligence will either transform or render obsolete a wide range of work tasks and management practices (Kolbjørnsrud et al., 2016).

Corporations are soon to start competing on employing the millennium generation who are digital natives, but the former know very little about how to motivate
and integrate the latter. Corporations know even less about how to convert the current non-digital-natives into digitally capable employees. Employees have misconceptions about what it takes to excel (Hansen, 2018) and which tools will assist them in doing so.

Public policy is, as usual, lagging behind. Knowledge-based economic policies are creeping slowly into contemporary economic life. Very few countries acknowledge the public aspect of life-long learning, hence creating a situation whereby employers have no incentive to invest in mobile employees who themselves are not allocated the time to invest in knowledge upgrades. Furthermore, school curricula have remained largely unchanged over the last generation, exposing the millennium generation to largely redundant languages instead of the language of tomorrow: data.

We live in an era of the unprecedented availability of information, yet we have only just started learning how to create and appropriate value (Magretta, 2002) from information. In the era of the explosion and distortion of information, we need islands of sanity: dedicated researchers who devote their time and effort to providing reliable and valid evidence and thought-provoking ideas about how to understand, create and adapt to these unparalleled life-changing developments.

This book presents research-based answers—not the answers—to some of the uncertainties that managers, investors, employees and policy makers face in this new era. As the title, “At the Forefront, Looking Ahead” indicates, on its 75th anniversary and having started as a practitioner-oriented evening school, BI Norwegian Business School is undoubtedly a research-based school at the forefront of global research. Its research groups contribute excellent, original research that is at the international forefront and appears in outstanding international journals (The Research Council of Norway, 2018), while its graduates, more than any other school, populate CEO positions in the largest 500 local firms.

Being at the forefront requires that we look ahead, not merely celebrate past successes. The book does exactly that. It covers three themes: 1) The D-G-tal organization, including algorithm-based decision making and management, digital labor, business models, corporate reputation and branding; 2) The governance of corporations, with specific reference to state-owned and family-owned firms and their auditing; 3) Decision making, incentives and innovation, covering issues such as employee motivation and creativity, environmental R&D, political decision making and customer experience.

The first section, the D-G-tal Organization, commences with the case for arguably the greatest transformation of organizations and managers. In chapter 2, Andersen, Johnson, Kolbjoernsrud and Sannes explore the managerial, organiza-
tional, and strategic implications of letting algorithms and learning systems based on massive amounts of data make increasing number of organizational decisions. These “intelligent enterprises,” with enhanced abilities to sense, comprehend, act, learn and explain (SCALE) the environment, must cede authority over some decisions, while developing SCALE capabilities and roles to stay competitive.

Wong and Fieseler discuss the meaning and implication of digital work. Chapter 3 discusses how digital technologies transform contemporary labor arrangements. In particular, they identify a) aspirational labor, whereby future employees exhibit work-related skills providing a track record towards building a digital CV; b) platform labor, whereby platforms are mediated between individuals who maintain their autonomy and offer skills to contract providers, resulting in highly skilled, temporary and mobile labor and; c) corporate labor, which introduces arrangements aimed at increasing efficiency, such as computer-mediated communication tools and enterprise social media.

That reputation is intangible, inimitable, and difficult to acquire means that it has the qualities to be a valuable resource in supporting a firm’s quest towards competitive advantage. It also has characteristics that make it very fragile. While it takes a prolonged period to establish a positive reputation, when abundant information can be instantaneously diffused, it may only take minutes or hours to shatter it. In Chapter 4, Brønn and Buhmann offer insights into the challenges of building, maintaining and managing organizational reputation.

Branding has not been left untouched by digitalization. In Chapter 5, Olsen simply asks the million-dollar question: To what extent are insights from the traditional strategic understanding of branding still relevant in the digital age? Olsen argues that new digital technologies, media channels and online consumption patterns provide a realm of new opportunities to brand managers. Brand managers should continue developing a deep understanding of what consumers actually need, not just which data brand managers can gain in the short run.

Digital transforms markets, organizations, and organizing. Fjeldstad and Haanaes address a vital issue for firms: how value creation and organization design are affected by digitalization. Chapter 6 takes us on a journey through various business models and discusses how digital may radically transform the mechanisms by which activities and resources are differentiated and integrated for each business model type. They also report on the new organization design principles for organizing digitally.

The second section explores corporate governance. In Chapter 7, Berzins, Bøhren and Stacescu report on empirical evidence of the most common and most neglected form of organizing, namely the family firm. Taking an agency theory
perspective, the authors argue that two common agency problems are, to a large extent, non-existent in family firms. When firm owners and insiders are one and the same, the first agency problem—conflict of interests between these two groups—does not arise. When 82% of family firms have no minority owners, the second agency problem—whereby the majority can act in its interest at the expense of the minority—does not exist, and it is of lesser magnitude when the owners of many of the remaining family firms control stakes exceeding two-thirds. This may be an explanation for the persistent finding of higher performance in family firms compared to non-family firms.

Chapters 8 and 9 address legal and historical aspects of state ownership. The State is the largest owner on the Norwegian Stock Exchange. Christensen traces the development of the Norwegian state ownership model to the State’s ownership of Norsk Hydro. The author argues that the model, which entails that the state act as a private shareholder—respecting minority shareholder rights and taking a more long-term strategic view—explicates the wide-ranging support for the state as a legitimate owner. Bråthen complements the above by arguing that one of the reasons for the success of state ownership of publicly listed firms is the gradual development of the legal framework for the exercise of state ownership. Having said that, Bråthen identifies some unresolved legal aspects of state ownership, including active ownership, the status of the State’s principles for corporate governance, and potential liability of the State for damages.

A related topic is the functioning of the auditing system, which mitigates agency conflicts between firm directors who produce financial statements, and investors, such as the State, that use them. Regulation is necessary to ensure the independence of auditors who are paid by the firm and to ensure adequate quality in a concentrated market. In the light of contemporary regulatory changes, in Chapter 10 Langli and Willekens review novel regulations and highlight obstacles to the development of our understanding of the impact of auditor regulation on auditors’ behavior and quality. Surprisingly, in a rich data environment such as auditing, most of auditors’ work is confidential, thus preventing further development of our knowledge of auditing work and its quality. In an era characterized by distorted information, the role of external financial statement auditors in assuring reliability increases in importance.

The third section explores decision making, incentivizing and innovation. Škerlavaj argues that creativity and innovation, which are the driving forces behind the data-driven revolution (Frank, Roehrig, & Pring, 2017), are also the solution to the many societal ambiguities and uncertainties that we face. However, high-potential creative ideas are at high risk of dismissal and are often replaced by moderately
novel ideas. The author of Chapter 11 takes a leadership perspective to understand the fate of many high-potential creative ideas. Great leaders who wish to create the conditions under which high-potential creative ideas can flourish should act as change agents for innovation, integrators across units, disciplines and perspectives, should be helpful and supportive, and encourage proactive behavior.

How to motivate employees to increase productivity has been a heavily debated topic. In light of the emerging new digital workforce, the understanding of the fundamental antecedents to motivation in general, and to intrinsic motivation in particular, is of vital importance. Kuvaas reports a thought-provoking meta-study that shows that ability and motivation are similarly important to job performance, and that high levels of motivation can compensate for lower levels of ability (Van Iddekinge, Aguinis, Mackey, & DeOrtentiis, 2018). Chapter 12 provides ample of empirical evidence establishing the importance of intrinsic motivation and guides leaders through factors that affect intrinsic motivation.

Bjertnaes, Heggedal and Jacobsen discuss a contested and not fully understood R&D policy in the age of sustainability. Environmentally friendly R&D is a necessary condition in addressing environmental challenges. The current model for climate R&D policy argues for gradually declining subsidies to address the inefficiencies in this research market. In Chapter 13, the authors argue that in the presence of increasing returns to scale—for example, knowledge spillovers—increasing R&D subsidies are optimal.

In the light of recent technological changes, the understanding of how agents exert influence by strategically transmitting private information to policy makers will only gain in importance in the years to come. Actors will attempt to exert power through lobbying decision makers who do not yet know mean to end relation of information policies. Taking a game theoretical approach in Chapter 14, Helland, Monkerud and Løyning report that in a costly signaling game, elite politicians from the Norwegian National Assembly are substantially more off-mark relative to equilibrium predictions than students are. It begs the question of whether we should trust lobby-prone politicians with technology-driven transformational policies.

Finally, yet importantly, the meaning of excellent service is technology-dependent and, hence, firms’ understanding of the service encounter is continuously in flux. Information technologies redefine the realm of opportunities at the hands of service providers, from in-store location tracking through electro-dermal activity, to tracking online behavior. In Chapter 15, Gustafsson and Lervik-Olsen review the evolution of service marketing and provide an intriguing integration of services and technologies.
We hope that you will enjoy reading these thought-provoking ideas and the empirical evidence that may not fit with your ex-ante presumption of business, management and decision making. Please do not hesitate to contact us with comments and suggestions. Notwithstanding our position at the forefront, we are always looking toward the horizon for new opportunities for knowledge creation. The journey has just begun.
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Part I

The D-G-tal Organization
Chapter 2
The data-driven organization: Intelligence at SCALE

ESPEN ANDERSEN, JOHN CHANDLER JOHNSON, VEGARD KOLBJØRNSRUD AND RAGNVALD SANNES

ABSTRACT Evolving at an unprecedented pace, digital technologies promise to automate not only labor-intensive and repetitive work, but also the traditional and exclusive domain of educated humans—knowledge work. This is evident in the new ways of reaching customers and coordinating activities, as well as in the fact that companies conducting a business built on the new technologies now constitute the world’s largest enterprises. The presence and evolution of these companies challenge established divisions of labor between man and machine, and almost casually redraws the boundaries between industries. Machine learning and analytics challenge the managers leading and the managerial scientists studying organizations. Everybody says they want to be data driven—but what does a company really need to do to achieve that?

This article will explore the managerial, organizational, and strategic implications of allowing an ever increasing number of organizational decisions to be taken not by managers employing intuition and common sense, but by algorithms and learning systems based on massive amounts of data derived from electronically based customer interactions. We argue that these companies can be thought of as “intelligent enterprises” with enhanced abilities to sense, comprehend, act, learn and explain (SCALE) their environment and their interactions with it. To acquire these capabilities, managers need to cede authority over some decisions while acquiring new capabilities and roles for themselves.

KEYWORDS: Analytics | Digital strategy | Intelligent systems | Artificial intelligence | Organization design | Decision making
2.1 DATA, DATA EVERYWHERE

“Change has never happened this fast before,
and it will never be this slow again”

– G. Wood (2009)

Data, which used to be expensive and scarce, is now everywhere. Digital customer interfaces make customers’ purchases, pre-purchase searches, and post-purchase reactions available for analysis. Sensors record what happens, transmitting the information through air and fiber optics to those who want to use it. With the exponential growth in raw data comes even faster growth in our ability to do something with it: store it, process it, and present it. Moore’s law (1965) applies to semiconductors, but exponential growth is everywhere in information technology (Brynjolfsson and McAfee, 2014; Denning and Lewis, 2016)—and is hard to wrap our heads around. With the rate of current growth, we will have systems with 32 times the current capacity in ten years; in twenty years, more than 1000 times.

With growth in data and computing comes a truly breathtaking increase in analytical capability. In early 2017, two of the authors created a course in analytics—and less than one year later, we have changed core analytics technologies two times and reframed the course, since the tools available have automated many operations.

An example of this is Google’s AlphaGo. In March 2016, AlphaGo played the board game Go and won 4–1 against Lee Sedol, considered to be the greatest player of the past decade (Google, 2017). Eighteen months later, the next version, AlphaGo Zero, trained itself for three days and then won 100–0 over AlphaGo (Silver et al., 2017), before going on to teach itself chess in four hours and resoundingly beating all known chess programs (Sterling, 2017). The evolution does not stop—developments in quantum computing may lead to computers that are a million or more times faster than current computers (Waters, 2018). Current organizational designs and decision-processes do not have the ability to use the future capacity of computers to collect, process, and distribute information.

The rapid evolution will require organizations to be data-driven, using new tools and techniques to analyze data in order to make intelligent decisions. We think of these organizations as information processing systems (Galbraith, 1973), structured “to create the most appropriate configuration [...] to facilitate effective collection, processing and distribution of information” (Tushman and Nadler, 1978: 615), and as displaying two types of organizational innovation (Galbraith, 2010, Fjeldstad et al., 2012). First, they have developed coordinative and collaborative capabilities that are information-intensive and automated to manage increasing complexity. Second, they can self-organize and self-reconfigure on a continuous basis.
2.2 ORGANIZATIONAL INTELLIGENCE AT SCALE

To deconstruct and describe a data-driven organization, we think of it as an intelligent system that can Sense, Comprehend, Act, Learn, and Explain—SCALE—inspired by the literature on artificial intelligence (Winston, 1984; Simon and Newell, 1958). These are capabilities that characterize intelligent actors such as humans and smart machines, as well as organized collectives of both. We think this SCALE framework will allow scholars and practitioners to better understand how organizations can turn data into sustainable competitive advantage. Emphasizing the role of data and technology, the following sections explain the SCALE framework of organizational intelligence. We use the vehicle manufacturer Tesla to illustrate each SCALE element.

2.2.1 SENSE

Sensing, a dynamic organizational capability (Teece et al., 1997), involves observing and registering the external and internal environment. Sensing technologies—sensors and the technologies that connect them—enable data collection at scale from many sources. Use of digital and digitally enabled products and services leave digital traces, which become useful data. Increased analytical capabilities turn output from conventional ERP and CRM systems from irritating noise to vital information. Third-party vendors emerge, specializing in data collection, structuring, and aggregation. Furthermore, companies such as Capital One are increasingly willing to invest substantially in acquiring data by deliberately extending their services into new markets and products, less to sell there than to acquire the data required to build new products (Davenport and Kim, 2013).

Since 2016, Tesla has embedded eight 360-degree view cameras in their new cars—some of them not in use at launch, but available in anticipation of new, as yet undefined functionality. Combined with mobile connectivity, these sensors provide Tesla with a sophisticated sensing capability well beyond what conventional car manufacturers currently have—a solid basis for the other SCALE capabilities.

2.2.2 COMPREHEND

Comprehension involves using data and observations from sensing activities to discern context, detect patterns, and make inferences. Organizations can build data-driven models of their internal and external environment, identify causal relationships, and prescribe what to do. Descriptive and predictive analytics can
enhance an organization’s comprehension capabilities, as can speech, image, and video recognition technologies.

The combination of sensing and comprehension enables novel data applications such as the generation of virtual representations — digital twins — of physical objects and systems that allows organizations to monitor, diagnose, and maintain such installations remotely. Companies like General Electric, Siemens, and Rolls Royce Maritime provide digital twin solutions in construction, shipping, energy, and manufacturing. Digital twins are continuously updated and often developed before their “physical twin” in order to test a product or system before it is built. Using virtual reality goggles, architects can offer customers a guided tour of a 3D virtual representation of a planned building — as was done at a newly opened hospital in Østfold, Norway — and train staff to use the new building before it is finished. Use of cheap cell phones to 3D photograph the building (generating a “point cloud”) as it was assembled let the builders track progress and discover errors while they still could be inexpensively fixed.

Tesla accumulates and analyzes the vast data from their connected vehicles to identify maintenance, safety, functionality, and performance improvements, in addition to allowing services such as the remote unlocking a car by a customer. The collected data allows the company to understand how their vehicles perform when used by real customers — as well as to respond to criticism, as demonstrated when a car journalist reported the car to have limited range, and Tesla could show that the journalist had deliberately run the battery down and neglected to charge the car (Muller, 2013).

2.2.3 ACT

Action refers to the decision-making and productive activities of an organization. Technology is currently used to automate and augment processes previously reserved exclusively for humans, as well as enabling decisions and activities that used to be impossible or unfeasible to execute. The development of physical and software robots allows automatic execution of productive activities, particularly routinized processes, but with the growth in machine intelligence it is increasingly also applied to more adaptive forms of work. Banks and financial institutions, in Norway and worldwide, are rapidly implementing Robotic Process Automation (RPA) technology to automate information-based routine processes and decisions, such as handling credit card applications. Companies use chatbots with embedded natural language recognition (comprehend) and generation (act) technology to answer standard questions and offer 24/7 service to customers. Sparebank1 SR-
bank, a regional bank headquartered in Stavanger, Norway, uses a local chatbot provided by Boost.ai that reportedly understands Norwegian dialects (Lyche, 2017). Advertisers and media agencies use programmatic advertising systems to automate ad placement in different media outlets.

The Danish cafe chain Joe & the Juice has developed a system for assessing the market potential in different geographies that managers consult on a weekly basis in deciding where to launch new outlets. For instance, the chain opened 14 cafes in New York in 2017 and estimates that it will saturate that specific market with 86 outlets. Joe & the Juice uses the data from each new outlet to update the company’s model, which guides where to open the next cafe in the city. The chain currently has 230 outlets in 15 countries (Andersen, 2018). Organizations personalize digital services based on user behavior and characteristics, and implement product improvement via software upgrades on existing hardware.

Acting technology can be physical, as with 3D printing used to create physical replicas of digital originals (Sasson and Johnson, 2016), i.e. spare parts for time-critical industrial equipment, hearing aids tailored to each user’s ears, medical implants, prescription lenses, and even vehicles and buildings—disrupting traditional production and supply chains in the process.

All cars produced by Tesla are permanently connected to the Internet, allowing the company to update the software remotely. This service is provided free of charge to the customer and can involve some attractive freebies—free music streaming from Spotify, for instance. The effect is that customers eagerly look forward to software upgrades—and that Tesla can fix errors quickly and gain the benefit of all their cars running on the latest software, drastically reducing model and version complexity.

2.2.4 LEARN

Learning refers to the ability to acquire knowledge or skills in order to adapt and improve behavior and cognitive understanding (Fiol and Lyles, 1985; Simon, 1981). Learning involves experimentation, model refinement, and integration into products and services, productive processes, and organizational design (Gavetti and Levinthal, 2000; Lawrence and Lorsch, 1967; March, 1991; Senge, 1990). Organizational learning has been a central topic in management research and practice for the past decades (Argote, 2013; Levitt and March, 1988; March, 1991), and machine learning is revolutionizing predictive analytics; it is also core to the development of a vast array of artificially intelligent applications (e.g. Wilson, Sachdev and Alter, 2016). Machine intelligence holds distinctive advantages over
human learning in drawing lessons from large amounts of data as our human information-processing ability is very limited (Simon, 1947, 1973) and prone to serious biases (Kahneman, Slovic and Tversky, 1982). By codifying tacit knowledge, machine learning pushes the boundaries for codified learning, enabling more accurate and scalable learning processes and outcomes. To improve organizations’ learning and problem-solving capabilities, humans must identify meaningful problems and shape strategies for acquiring data.

Tesla has used its SCALE capabilities to provide new services to its customers—sometimes as solutions to problems, other times because of suggestions. When the cars were sold in Norway—a new environment—customers complained that cars stopped charging overnight. The cars’ computer logs showed this was due to power supply—Norwegian power companies produce electricity with larger variance than the Teslas were calibrated for. A software update slightly widening the security envelope was sent out, and the problem was solved. Similarly, customers complained that it was hard to change the rubber on the windshield wiper—so the company added a “wiper service mode” button to the touch screen with which the wipers sweep up into a vertical position and stay there, providing access.

2.2.5 EXPLAIN

Explaining refers to the ability to show how something works, to explicate causal relationships, articulate purpose, and set direction. It is a leadership imperative but also important in peer-to-peer relationships as well as in interactions with outside parties such as customers, partners, suppliers, and regulators. Explanation is a vital capability in generating organizational purpose, meaning, and identity. The search for explanations drives the identification and formulation of questions and problems for humans and machines to solve.

While machine capabilities on the other four SCALE factors are quite formidable, machines’ ability to explain themselves is still very limited, leaving humans primarily responsible for interpretation. This raises a dilemma—the more sophisticated a machine-learning model is, the harder it may be to explain. Explicability is critical for managers’ willingness to trust the advice from intelligent systems (Kolbjørnsrud, Amico and Thomas, 2017), though this may change as the tools become more familiar. Furthermore, regulatory initiatives such as GDPR will require organizations to state, in language understandable to customers, how their automated decisions are reached, and to ensure that automated machine learning
does not inadvertently derive unlawfully discriminatory features such as gender or race from the apparent noise of customer backgrounds and behavior.

The technology itself will help, too. Data science technology is increasingly automated for non-data scientists and offers graphical interfaces for a more intuitive analytical process (Schwab, 2018). The latest tools provide better explanation for each individual decision and can be configured to identify the most potent variables. But fully harnessing the power of machine learning may require a reliance on results that are impossible to explain to humans (Weinberger, 2017, 2018), setting us up for a tradeoff between understandable and optimized solutions. If we cannot understand how a model works, we may have to settle for understanding how it behaves.

2.3 HUMAN DECISION MAKING WITH MACHINE LEARNING

“The Answer to the Great Question... Of Life, the Universe and Everything... Is... Forty-two,’ said Deep Thought, with infinite majesty and calm.”

— Douglas Adams (1979), The Hitchhiker's Guide to the Galaxy

Organizational mastery of the SCALE framework manifests itself in an integrated organizational decision-making process that leverages distinct human and machine capabilities: humans must specify questions comprehensible to machines; machines can then search for solutions to these questions and assess their validity; humans assess whether the machine-generated solutions are viable and valuable; and humans determine deployment procedures.

After expending enormous computational resources, Douglas Adams’s Deep Thought answered the humans’ question with a laughable answer … because the question was too underspecified. Data-driven “organizational intelligence” obviously requires technological mastery. Perhaps less obviously, data-driven organizations must also engage in cultural change to communicate with machines. Human decision makers must communicate with machines more precisely than they may be accustomed to communicating with other humans. Machines cannot understand the ambiguous or opaque questions that human colleagues sometimes tolerate and muddle through. Human decision makers must learn to ask questions on machines’ terms, at a potentially unfamiliar level of precision, and must be able

1. One such tool is DataRobot, which automates much of data scientists’ manual work. In most situations, DataRobot’s own specialists cannot come up with a model that is better than the one created in autopilot mode.
to assess and manage machines’ granular output. Organizations have to master new communication routines to reconcile the “big picture” questions that executives want to answer with the low-level questions machines can answer.

Leaders of successful digital organizations will need to build strategy from questions machines can answer, and to reconcile machine-generated models with the nuance of human preferences. For example, a machine is about as bad at finding “good” customers as it is at finding the meaning of life; but a machine could easily find customers that shop three times a week. Similarly, a machine-learning model might accurately predict that 99.99% of all airline passengers are non-terrorists, but no one will care unless the model can correctly identify the 0.01% of passengers that are.

Imagine that a policy-maker asks the question “How can we reduce cancer-related deaths?” A machine cannot independently answer that question. However, a machine could predict whether a particular tumor is cancerous, a doctor could use that prediction to guide treatment, and that human/machine interaction aggregated over many tumors could reduce cancer-related deaths.

To illustrate the interface between human decision making and machine learning, consider this process. Perhaps a model uses scan measurement to predict whether a tumor is malignant (cancerous) or benign. The question or target “malignant or benign” is a binary problem, easily understood by a machine. With many observations of previous tumors, the machine can use observed cancerous tumors and each tumor’s associated scan measurements to train a machine-learning model, resulting in a confusion matrix:\2

\[\text{TABLE 2.1}\]

<table>
<thead>
<tr>
<th>Confusion matrix</th>
<th>Predicted outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Malignant</td>
</tr>
<tr>
<td>Actual outcome</td>
<td></td>
</tr>
<tr>
<td>Malignant</td>
<td>31</td>
</tr>
<tr>
<td>Benign</td>
<td>1</td>
</tr>
</tbody>
</table>

This model is 93% accurate. Is this good? Answering that question depends on what kind of errors we humans care about—and we probably care more about identifying “malignant” than identifying “benign.” In economic terms, humans assign different costs to different outcomes. The process of cost assignment

---

2. The model is generated using SciKit-Learn’s decision tree classifier run on the Wisconsin cancer dataset, with the confusion matrix normalized to 100 observations.
remains a uniquely human task: fed precise questions, machines can search for good predictive models, but humans must assess model value.

In this hypothetical example, suppose that correctly identifying a benign tumor is costless. Correctly identifying a malignant tumor triggers a biopsy that costs 1 plus treatment that costs 15. Mistakenly flagging a benign tumor as malignant unnecessarily triggers a biopsy that costs 1. Mistakenly flagging a malignant tumor as benign delays treatment, ultimately triggering a cost of 100. We can show this in a cost matrix:

**TABLE 2.2**

<table>
<thead>
<tr>
<th>Actual outcome</th>
<th>Predicted outcome</th>
<th>Malignant</th>
<th>Benign</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malignant</td>
<td></td>
<td>16</td>
<td>100</td>
</tr>
<tr>
<td>Benign</td>
<td></td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Multiplying the cost matrix by the relative frequencies of each cell in the confusion matrix and summing them up gives an expected cost of each new patient: about 10.97. Should we use the model to decide whether or not to order a biopsy? Probably not—the safe alternative would be to biopsy everyone—at an expected cost of 6.55. However, with a working model and a specified cost function, a human could tweak the model to increase value. Underlying the confusion matrix’s binary outcomes are probabilities for each observation: for some of the tumors predicted to be benign, the model was quite sure it was right (say 98% certain); for other tumors predicted to be benign, the model was less confident (say 56% certain). The confusion matrix corresponds to an accuracy-maximizing threshold value separating predicted “benign” cases from predicted “malignant” cases. A human decision maker could reassess this threshold—for instance, only allow the model to predict “benign” if it was more than 90% certain for that instance. This will reduce the model’s accuracy but might increase its value by avoiding biopsies for at least some cases.

As automated machine learning becomes more common, human intervention in the modeling process itself will be less necessary, which will facilitate greater machine learning deployment. With increasing deployment of automated machine-learning methods, human intervention in data-driven decision making will increasingly be in the target specification and model evaluation stages. Rather than asking machines to build strategy, humans will need to ask machines ques-
tions that facilitate building strategy from the ground up. Incorporating machines into our decision-making processes by asking them to predict some outcomes will require changes to organizational culture and communication practices.

2.3.1 MODES OF ANALYTICS USE

Organizations vary in how data-driven and intelligent their SCALE capabilities are. We can think of this as variation in the complexity of questions they ask and sophistication in their modeling techniques. Organizations also vary in their pre-analytics capabilities, i.e. collecting and preparing data for analytics, and they tend to be more advanced as they become more experienced and develop skills. There are two main stages of analytics—descriptive and predictive—that can be used to answer different types of questions.

Descriptive analytics is a data-driven approach for questions such as: What happened? The analytical focus is to report past and present facts about a situation to human decision makers. It requires few techniques beyond being able to combine, compute and aggregate data, and descriptive statistics. Typical examples are reports and scorecards that report on benchmarks and KPIs. The use of analytics is passive to the decision.

Predictive analytics is an analysis-driven approach for questions such as: Why did it happen? What will happen? What should I do? The focus in these questions shifts from the past to the future, and the application of analytics becomes gradually more advanced.

First, we have what we call a reactive mode of analytics in decision making that focuses on understanding why things have happened in the past. In this mode, analytics is used to search for explanations through relationships, patterns and trends. Typical techniques include classical statistics such as cross tabulation, correlation and regression models, but some organizations also apply more advanced techniques such as data mining.

At the next level, analytics are used more directly in decisions, in an active mode of decision making where the analysis is aimed at trying to foresee what might happen. The analytical focus is to develop predictive models used to estimate probabilities for individual cases (e.g. scoring) and forecasts on aggregated levels. A typical approach is to build predictive models that combine classical statistics and machine learning. Examples include credit scores, fraud identification, and customer intent.

The most advanced level is to deploy the predictive models to guide decisions and actions. We call this a proactive mode of analytics in decision making. This
mode has been referred to as prescriptive analytics, but in our view the main difference between the active and proactive modes concerns organizational capabilities to deploy the results from the active mode rather than the techniques applied. In the proactive mode, the models built in the reactive mode, and the probabilities calculated in the active mode, are used to take (or suggest) actions based on rules, simulation or optimization. Examples of applications include smart buildings and server room management (Evans and Gao, 2016). Current applications rely on dynamic and complex networks of automation, often combining a variety of data flows from sources such as transactions, process control systems and sensors, but as organizations become more sophisticated in exploiting the data, this is a changing landscape.

Organizations with capabilities in traditional business intelligence and analytics have focused on descriptive analytics. They need to acquire competencies and skills for predictive analytics. Some have to start with more advanced classical statistics in order to be able to shift from passive to reactive mode. The more advanced levels require the organization to move into data science and learn how to combine techniques such as data management and machine learning with the ability to be able to formulate business problems that the machine can answer. Many organizations will find the shift from descriptive analytics to advanced modes of predictive analytics to be discontinuous—even dramatic.

2.3.2 THE DISCIPLINE OF STRATEGIC EXPERIMENTATION

Increasingly, organizations have to deal with fast-paced and unpredictable change due to new technologies, business models, disruptive innovation, global competition and more. In rapidly and unpredictably changing environments, strategic planning is a risky business. If conditions change even the best plan, once implemented, is likely to be wrong. Such environments require more adaptive approaches to strategy. Organizations armed with strong SCALE intelligence capabilities have the aptitude for strategic, data-driven experimentation (Thomke and Manzi, 2014), as the Norwegian companies RiksTV and Finn.no exemplify.

RiksTV, the Norwegian provider of Digital Terrestrial TV (DTT), faced challenges from bigger competing TV distributors as well as from disruptive over-the-top providers such as Netflix, an inferior distribution platform with limited bandwidth and no on-demand capabilities, and a frequency license expiring in 2021. Management realized that it faces a major digital transformation under great uncertainty and that static, long-term plans would be insufficient. Recognizing the impossibility of specifying a winning strategy ex ante, they frame strategy as a
portfolio of hypotheses that need to be generated, tested, and organized for maximum agility. Inspired by Lean Startup and agile methods, RiksTV continuously develops, executes, and evaluates fast, low-cost experiments in new products and services, as well as technological and operational projects. The experiments are guided by a clear strategic direction specified in four broad goals revised at regular intervals. The experimental turn in the company’s strategy has enabled more rapid product development adapted to user needs and preferences, while keeping the organization nimble and capital investment levels moderate.

Finn.no, the online marketplace owned by Schibsted ASA, have explicited a managerial decision process that exemplifies how a data-driven organization changes managerial responsibilities (Lome, 2016). In this process, top management identifies the customer set, the value the organization is creating, and how this value should be measured. After management sets performance goals, they give a development team responsibility for finding a solution. The development team then generates possible solutions and tests them on the digital user interface (a process known as A/B testing.) Solutions that work are implemented and the results of the implementation are checked.

The important change is that solution selection is determined by performance in experiments at the customer interface—not by senior management’s judgment (i.e., HIPPO, or “highest paid person’s opinion”). Top management may change the goals of the organization or major direction of its activities—which it has
done, notably in switching development from a focus on web interfaces to a “mobile first” strategy—but the detailed implementation within the broader frame of goal-setting is up to the development teams.

The data-driven, intelligent SCALE capabilities enable Finn.no and RiksTV to take experimental yet disciplined approaches to strategizing under uncertainty. Experimentation at SCALE breaks down the traditional strategy formulation and execution divide as formulation and execution are performed in multiple, parallel, and iterative micro-cycles rather than the conventional linear, sequential approach.

2.4 IMPLICATIONS

The emergence of data-driven organizations that intelligently orchestrate collectives of intelligent people and intelligent machines has profound implications for managerial practice, research, and education.

2.4.1 MANAGERS

“Rather than giving orders as from one person to another, both should take their orders from the situation; justification of order this way is most effective in all situations except when crisis is imminent, in such a case direct order-giving is not only accepted, but expected.”

– Mary Parker Follett, 1941

Machine learning will, for many organizations, trigger a rethink of management’s role. Some decisions will be automated, while in other decisions managerial judgment will be augmented by intelligent technology (Kolbjørnsrud, Amico, and Thomas, 2016; Daugherty and Wilson, 2018), allowing for decisions on how to solve customers’ problems to be executed by decentralized resource mobilization, and for rapidly reconfiguring value networks based on customers’ interactions with each other.

Reorienting managerial decision making from opinions to data requires discipline from the top. Former Harvard Business School professor Gary Loveman, who built the world’s largest casino corporation by changing management decisions from intuition to analysis by carefully analyzing what customers really did, famously said that there were three ways to get fired from his company: theft, sexual harassment, and running an experiment without a control group (Schrage, 2011).
Paradoxically, the increased reliance on data and algorithms in decision making and the large-scale automation of routine and information-intensive tasks will increase the need for interpersonal leadership skills among managers, rather than the contrary. The remaining human tasks will be oriented towards creative, complex problem solving requiring managers to harness the collective creativity, intelligence, and judgment of their human coworkers (Chamorro-Premuzic, Wade and Jordan, 2018; Kolbjørnsrud, Amico and Thomas, 2016). The data-driven organization requires bilingual managers that speak both ‘machine’ and ‘human’—that is, know how to communicate and work effectively with both intelligent machines and intelligent humans.

2.4.2 ORGANIZATIONS

According to David (1990), the second industrial revolution’s dramatic productivity jump did not emerge from technological change—i.e., transmitting power using electrical cables rather than belts and pulleys—but from recognizing that machines no longer had to line up according to where the belts and pulleys had been. A similar recognition will have to take place in order to fully benefit from the digital revolution—we have to stop designing processes based on the working speed and communications capabilities of individual decision makers, and start thinking of organizations as information processing systems with humans and machines both doing what they do best.

Modern IT systems are organized as individual units that communicate using a common protocol—a computer science concept called “object orientation,” first developed in Norway by Dahl and Nygaard (1966) and articulated at Xerox PARC in the 1980s (e.g., Goldberg and Robson, 1983). An important organizational principle is that, as far as possible, one part of the program (one “object”) should be used by everyone. Not only does this reduce complexity (if you have an error, you know where to look) but it also ensures that if you come up with a better way of doing something (for instance, a faster way of sorting a list of items) the increased speed will be felt everywhere in the system, since everyone is using the same mechanism.

That is where the difficulty will arise: Models force organizational changes by resolving interdependencies through SCALE. For example, Uber and Lyft invaded the taxi industry by using powerful information technologies to centralize (and take over) some activities (i.e. ordering, communication, pricing, payment, location, navigation and driver/passenger evaluation), while decentralizing other aspects (service design, performance) to the individual driver. The traditional
companies (taxi services) were largely left with financing the vehicles, not as much outcompeted as made obsolete because the new service made most of their managerial decisions based on models and monitoring—and self-organized the rest.

Applying the object-oriented principles to organization design allows the data-driven organization to become actor oriented and self-organized. Its organization design is embedded in the rules and protocols for interaction rather than in a fixed structure, as in hierarchical designs (Fjeldstad et al., 2012; Kolbjørnsrud, 2017). Rules-in-use are the formal and informal rules regulating behavior, rights, obligations in a community—what participants can, cannot, and may do (Crawford and Ostrom, 1995). Protocols are used to guide the interactions of self-organizing actors (Fjeldstad et al., 2012). Combined with extensive information transparency and shared resource commons, the protocols enable a shared situational awareness that allows self-organizing actors—human or machine—to make informed decisions and actions towards fulfilling the goals of the organization—exhibiting distributed intelligence at SCALE.

2.4.3 SCIENCE AND EDUCATION

But faced with massive data, this approach to science—hypothesize, model, test—is becoming obsolete.

*Anderson (2008)*

Machine learning and intelligent enterprises challenge not just managers, but also scientists. One challenge is that academia is no longer in the lead in the development and application of new methods. Research budgets of large companies dwarf those of universities—companies like Google, Facebook and Baidu develop the new methods for analyzing and acting on data, but also share their findings via open source agreements (see Snow et al., 2017, for an academic treatment, and Dowling, 2017, for a practical example).

In machine learning, there is less use for theory (Anderson, 2008), challenging—at least on the surface—the idea of the scientific method as hypothesis falsification (Popper, 1959). Every Ph.D. student has the proper order of things drilled into them: First you formulate hypotheses from theory, then you collect the data, then you test the hypotheses against the data, and if your coefficients merit three asterisks, you can publish. Doing it in any other order is frowned upon and considered “fishing.”

Once overall goal setting is done, however, machine learning is nothing but fishing. Much like managers, researchers doing machine learning will have to
cede model design to the data. This is partially due to increases in computational power: Computers now can test any possible hypothesis (given that you have data) with any known technique (algorithm) and with several competing assumptions to find the “optimal” fit. This approach—raw power over ingenuity and theoretical insight—is something no human can do in their lifetime. Furthermore, at the point of deployment, the computer can continuously test the extent to which the model remains optimal, and continuously adjust it. However, the sheer quantity of data also challenges the very consideration of what is a good model. In social science, most evaluations of models are based on a starved data set: With 300 survey answers, a 95% confidence interval seems a reasonable criterium. If you have millions of observations, everything is significant.

We can view machine learning as large-scale, machine-based induction, developing insights from patterns identified in the data. Machine learning is thus consistent with qualitative researchers’ methodological norms. But because qualitative researchers typically lack the skills required to apply machine learning in their work, the scientific community faces a norms/skills paradox: quantitative researchers may have the skills to use machine learning, but machine learning violates their norms about how science should be “done”; qualitative researchers may be open to the approach, but they do not have the required skills. Perhaps this paradox explains why academia has been slower than industry to apply machine learning in empirical research. Going forward, it is imperative that educators teach students the new skills and ways of thinking—to train both next generation scientists and machine learning practitioners.

2.5 CONCLUSION

“There will be no resolution.”

(Høeg, 1993)

Ever since Turing (1949) considered whether machines could have intelligence and introduced what came to be known as the Turing test, decision makers have been fascinated with the idea that machines somehow will make man more intelligent. As computers get faster and faster, we have gradually understood that the term artificial intelligence (AI) is somewhat meaningless—as Marvin Minsky is alleged to have said: “Artificial intelligence is anything we haven’t done yet.”

AI will not make us smarter, and certainly will not replace managers or management decision making anytime soon. It may, however, make managers a bit less prone to biases or, at least, willing to question them; it may make organiza-
tions less wasteful and perhaps more agile; and it may guide the social sciences toward increased relevance. Releasing its potential will require new ways of organizing management, organizations, and science, allowing faster and more precise interactions between all three and their environment. That is to be welcomed—though we still do not know what this will look like, we suggest the technology will allow organizational intelligence to SCALE.
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Chapter 3
Making the Digital Transformation Work

SUT I WONG AND CHRISTIAN FIESELER

ABSTRACT In this chapter, we highlight the on-going research of BI Norwegian Business School’s Nordic Center for Internet and Society to better understand the function, status, and meaning creation of work in the digitized economy, and the impact of digital technologies in organizations. Specifically, the chapter aims to set out an agenda for mastering the labor challenges of the digital transformation based on our studies conducted over recent years. We highlight the challenges of adapting our current notions of managerial feedback to platform organizations, and present insights on how to support the creative potential of online crowdsourcing. Further, we showcase the pitfalls of the emerging practice of virtual leadership and propose measures with which good leaders may greatly increase the effectiveness of online communities. Lastly, we conclude by outlining what might constitute attractive organizations for the future workforce and labor designs that could render the digital economy more inclusive, effective, and human-centered.

KEY WORDS: Future Workplaces | New Working Modes | Labor Designs | Crowdworking | Virtual Teams | Digital Leadership

3.1 INTRODUCTION

A bestseller published by Erik Brynjolfsson and Andrew McAfee (2014) titled The Second Machine Age: Work, Progress, and Prosperity in a Time of Brilliant Technologies is one instance in a long list of recent publications exploring the effect of new information and communication technologies on labor markets. New technologies such as artificial intelligence employing self-learning algorithms and large bodies of data will alter future collaboration between humans and machines. Observers posit that such digital technologies will enable the automation of industrial as well as cognitive tasks previously reserved for human ingenu-
ity, triggering an era of accelerated innovation and significant disruption comparable to the fourth industrial revolution (Frey and Osborne, 2013).

While new information and communication technologies may facilitate the substitution of human labor, they also allow for the emergence of new forms of work. A closer look at the emerging on-demand service economy, for instance, reveals a growing workforce characterized by commodification, low costs, minimal institutionalization, and increasing anonymity. Digital platforms and ecosystems such as Upwork or Topcoder, and even sharing platforms like Airbnb and Uber, bring disruptive change to existing industries by enlisting the work of thousands of dispersed individual workers (Kneese and Rosenblat, 2014). The traditional model of labor is hence under attack from two directions simultaneously, through replacement by new technologies, and through commodification facilitated through new, technology-enabled forms of organizing. We will call the new work model that will emerge in its place “digital work.”

As technological innovations disrupt traditional forms of employment, and new forms of labor emerge, we have yet to develop a thorough understanding of how the nature and meaning of digital work will evolve in the future. Some researchers, taking an optimistic view, have pointed to the potential benefits of online micro-entrepreneurship, such as flexibility, enjoyment, and the economic empowerment of previously constrained individuals (Fish and Srinivasan, 2012; Gansky, 2010; Horten, 2011; Kelliher and Anderson, 2009; Kneese and Rosenblat, 2014; Ruggieri, Mosconi, Poponi, and Silvestri, 2015).

Conversely, digital work is, at least to date, often considered to be remote, modular, and conducted on a project-by-project basis, limiting the creation of permanent ties to employers, organizations, or co-workers (Andrejevic, 2009; Ashford et al., 2007; Connelly and Gallagher, 2004; de Peuter, 2011; Fuchs and Sevignani, 2013; Gill and Pratt, 2008; Gregg, 2011; Hollister, 2011; Horowitz and Rosati, 2014; McKercher and Mosco, 2008; Rainie and Wellman, 2012; Smith, 2016). Digital workers laboring on decontextualized projects in comparatively social isolation are still often merely viewed as outsourced “human computers.” Nevertheless, the nature and meaning of one’s work accounts for a critical part of the identity of many people (Blustein, 2011). In other words, they retain the natural human desire to feel needed, to feel valued, and to have their work appreciated by the community and larger society (Jung, 2015). In short, they want to feel that they “matter.”
3.2 THE ORIGINS AND CHALLENGES OF THE DIGITAL TRANSFORMATION FROM AN INDUSTRIAL RELATIONS PERSPECTIVE

In the past decade, much attention has been paid to the ongoing development of the fourth industrial revolution, which is set to change work, work practices, and workplaces (Colbert, Yee, and George, 2016). In regard to the transformation of work, this revolution is sought either to fundamentally alter or outright replace existing work, such as many clerical professions, or to be conducive to large-scale projects that were formerly the sole purview of more traditional forms of organizations, which are to be broken down into small work packages that can be distributed among a digitized workforce (Lehdonvirta and Ernkvist, 2011; Kittur et al., 2013). Currently, this involves more menial tasks such as usability testing, image tagging, audio transcription and/or evaluation, and text fragment categorization, but also encompasses the gig economy that provides, for instance, transportation and hospitality services. However, with improving technology and organizational design, it will also increasingly include creative and innovative tasks. Progressively greater numbers of individuals are either making a living or earning additional income through freelance contracting on the Internet. Examples of this include the completion of human-intelligence tasks on Amazon Mechanical Turk (AMT) and Clickworker, and the offering of software development or design skills via crowdsourcing platforms such as Upwork or 99designs.

The overall size of the digital gig economy was estimated at US$2 billion in 2013 and grew to US$4.8 billion in 2016 (Kuek et al., 2015). The emergence of the sector has been driven by the platforms’ combination of competitive logic and technical innovation, which they have used not only to win market share from existing IT outsourcing, but also to generate new forms of outsourcing (Huws, 2017). Growth has been further driven on the supply side by the competitive logic of clients seeking and obtaining three key benefits: lower costs (financial and time), greater flexibility, and access to a wider skills pool (i.e. higher quality workers) (Bergvall-Kareborn and Howcroft, 2014).

Many in traditional employment may also witness changes in the nature and meaning of their work as a result of the recent development of digital technologies. For instance, with digital technologies foreseeably automating many incumbent forms of employment, some may face a transition of their formal work roles (e.g., as they are replaced by or have to manage robots and artificial intelligence for manufacturing) (Wolf, 2016). Indeed, the number of jobs that largely rely on routine tasks is predicted to decrease (Hilton, 2008). New employment is predominately arising at the fringes of the traditional labor market, such as in the afore-
mentioned gig and freelance economy. As computers are still not good at abstract tasks, which often require higher skills, and manual tasks with lower skills requirement, skills and competencies required in the future are said to be increasingly polarized (Hilton, 2008). Moreover, the meaning of work is also changing for many. For example, nursing has traditionally been seen as a hand-holding profession. However, since nurses’ work is being increasingly digitized, their work identity has been suggested to be moving away from the humanized aspect toward technical skills (Kolbæk, 2015).

In recent years, a rich body of literature has emerged that tries to shed light on the nature of this digital transformation. The literature itself is divided into several scientific disciplines, discourses, and theoretical approaches. Exemplary disciplines involved in the study of such new forms of work and work practices include sociology/anthropology (Fish and Srinivasan, 2012; Pinch and Bijker, 2012), communication and media studies (Irani, 2015; Paul M Leonardi, 2015; Martin, Parry, and Flowers, 2015; Sarker, Ajuja, Sarker, and Kirkeby, 2011), psychology (Brown, Venkatesh, Kuruzovich, and Massey, 2008; Hoch and Kozlowski, 2014), organization studies (Bauer and Gegenhuber, 2015; Boons, Stam, and Barkema, 2015; Kirkman, Rosen, Tesluk, and Gibson, 2004; Spreitzer, Cameron, and Garrett, 2017), and information systems and computer science, such as computer-supported cooperative work and human–computer interaction (Kittur et al., 2013; Venkatesh and Goyal, 2010).

In the following discussion of our own research, we postulate that digital technologies have transformed labor into three distinct forms, leading to three distinct types of labor, namely aspirational, platform, and corporate labor, as illustrated in Figure 3.1. At the current point in time, corporate labor is still the form of labor that, financially, allows a career to be sustained the best; aspirational labor (as will be explained in more detail below) currently pertains more to career entry activities, particularly in the creative industries; whereas platform labor takes a middle ground encompassing increasingly more fluid freelancing agreements. We expect all three forms of labor to become increasingly more collaborative, as we have already witnessed in the preceding decades—depicted in Figure 3.1 as one of the fundamental dimensions of future work. By Collaborative Creation we in essence refer to work that is to be increasingly split up into more distinct parts to be worked on either through human or artificial intelligence. As our final dimension, depicted in the figure below as Organizational Openness, we also expect a more open organizational design, in which the boundaries between organizations become increasingly blurred.
Digitization empowers all three types of labor, which are enabled through technologies. For instance, traditional corporate labor can be performed in established settings but in novel ways, with less geographical and time constraints, in order to make a workplace more inclusive. For individuals active in freelancing on platform organizations, digital technologies enable a new type of boundaryless career, where workers and employers are matched on a case-by-case basis through a digital intermediary—the platform. Finally, there is the mostly unremunerated creative, aspirational labor that, nonetheless, may be not only critical to the value creation of companies, but also a means to pursue one’s hobby and/or passion in a rewarding career.

**FIGURE 3.1**

### 3.2.1 ASPIRATIONAL LABOR

Although online waged labor is a central construct within the digital economy, digital laborers can also be motivated by numerous non-monetary factors, such as social influence and hedonism, resulting in work being offered on a spectrum of paid to unpaid “free labor” (Boons, Stam, and Barkema, 2015; Manyika et al., 2014; Terranova, 2004). Increasingly, the boundaries of labor and play are blurring, with the neologism “playbor” emerging to describe work practices that,
according to Scholz (2013, p. 3), “don’t feel, look, or smell like labor at all.” In the face of a flexible and entrepreneurially driven digital economy, more and more people desiring career entry into desirable digital media professions are being driven toward unpaid online activities such as blogging, gaming, and branding. These activities are undertaken for enjoyment, but also for the development of skills and networks. For many, these activities are their creative outlets and primary method of making new friends with similar interests. More cynically, this phenomenon of “playbor” is merely work “suffused with an ideology of play, which effectively masks labor as play, and disguises the process of self-expropriation as self-expression” (Kücklich, 2009). Yet, a side effect of many of these activities may be the generation of income, variable in amount but with the potential to result in considerable sums of money. Not only has this financial gain materialized through immediate returns, such as shared advertising revenue on YouTube videos or selling handmade items on Etsy, but some people are also viewing their online activities as investments for future rewards. The development of networks, skills, and online identities tied to desirable industry sectors has enabled people to increase their employment opportunities in the future. We see this, for instance, in how an aspiring teen blogger writes daily on her food blog in the hope of becoming a professional journalist, or how a young Twitch star posts videos of increasingly higher quality in the hope of leveraging that experience for a position in a traditional media or video game company. This ostensibly “free” labor online is thus being bargained for the hope of future payoff, a phenomenon entitled “hope labor” (Kuehn and Corrigan, 2013) or “aspirational labor” (Duffy, 2016).

3.2.2 PLATFORM LABOR

This type of independent contract functions as a direct relationship involving just two parties: the worker and the client organization (s)he contracts with. From task selection to completion, the work process is controlled by the worker; an independent contractor’s only employer is him/herself, and each project has a relatively short time span (Deng and Joshi, 2016). This constitutes a new form of employment in which there is a great deal of flexibility in the employment relationship even compared with traditional freelance work (Spreitzer et al., 2017). All platform workers have some autonomy in terms of controlling their own scheduling and where the work is done. Moreover, the allocation of decision-making authority across workers, clients, and the firm varies substantially across platforms, as does the degree to which workers are compensated according to outputs or inputs.
The affordances of online platforms enable the offering of high skilled and creative labor of the type that tends to be described as both satisfying and pleasurable (Gill and Pratt, 2008). Some scholars have even characterized the digital economy as a fertile environment for democratic free production that enables individuals to express their creativity and transcend alienation (Bruns, 2008; Postigo, 2016; Jenkins, 2006; Tapscott and Williams, 2006; Howe, 2009; Florida, 2002; Prat and Gill, 2000; Hesmondhalgh and Baker, 2011). However, in the cases of highly skilled “creative labor” and “digital entrepreneurship,” the levels of digital literacy may restrict access to the online platforms. The prerequisite for participation can therefore be high for those who are already imbued with offline economic, social, and cultural capital.

Conversely, with new technologies enabling the differentiation, specification, and outsourcing of labor, low-skilled forms of labor, such as crowdwork, microwork, and digital piecework, have become increasingly common (Ashford et al., 2007; Fish and Srinivasan, 2012; Kittur et al., 2008, 2013; Kneese and Rosenblat, 2014; Lehdonvirta and Ernkvist, 2011; Postigo, 2016; Silberman et al., 2010). Criticism has been leveled at the affordances of this model to increasingly fragment and substitute previously middle-class jobs as technologically induced competitive forces lead to the overall deterioration of wages and working conditions (Scholz, 2013).

Despite the growth of the digital economy across high-skilled, low-skilled, and so-called playbor manifestations, the organizational understanding of what motivates digital workers beyond financial compensation is still largely limited (Chua, Roth, and Lemoine, 2015; Kosonen, Gan, Vanhala, and Blomqvist, 2014). Given this lack of understanding, it is easy for employers to misconstrue the digitized workforce as an amorphous crowd of exchangeable workers instead of a valuable community of individuals, each with differing motivations and experiences (Kittur et al., 2013). Moreover, as workers become increasingly dependent upon established platforms as entry points into the digital economy, the nature and affordances of such platforms dictate the type, frequency, reward system, and context of digital work (Fuchs and Sevignani, 2013; Kingsley, Gray, and Sury, 2015; Scholz, 2013; Rosenblat and Stark, 2015). Without insight into worker experiences, digital organizations may be perpetuating unfair labor conditions that ignore the human element of their workforce. On the other hand, without oversight, digital platforms retain the ability to exploit workers through unfair power dynamics while simultaneously alienating them from their own intellectual products (Arvidsson, 2008; Aytes, 2013, Brabham, 2008; 2012; Fuchs, 2010; Kalekin-Fishman and Langman, 2015; Postigo, 2016; Terranova, 2004; van Dijck and Nieborg, 2009; Zwick, Bonsu, and Darmody, 2008).
3.2.3 CORPORATE LABOR

Many organizations have introduced technologies for changing the organizational processes in traditional work settings, such as using information technology in hiring processes, enterprise social media as communication platforms, new working arrangements such as office design (e.g., flexible seating enabled by cloud technologies) and telework (e.g., flexible work locations and scheduling relying on computer-mediated communication tools) (Colbert, Yee and George, 2016). Work has become more flexible in terms of both scheduling and location (Spreitzer et al., 2017) and potentially more social (Paul M Leonardi, 2015) with the use of new technologies.

Often, technology is adopted with an intention to enable better efficiency and work conditions. For instance, Enterprise Social Media (ESM) is said to provide numerous benefits for organizations by making communication less bureaucratic and more transparent and inclusive (Leftheriotis and Giannakos, 2014). Some argue that ESM, as a potential way of displaying work behaviors, attitudes, and organizational culture, may help organizational members not only acquire explicit knowledge, which refers to articulated, expressed, and recorded knowledge such as organizational visions and role descriptions, but also tacit knowledge, which refers to know-how that is more intuitive (Paul M. Leonardi and Treem, 2012). For telework and other flexible work practices enabled by computer-mediated communication tools such as instant chat, video conferencing, online forums, etc., individuals may see that these arrangements would make collaborating and knowledge sharing easier and less bureaucratic (Martins, Gilson, and Maynard, 2004; Sarker et al., 2011). Although technologies are approached as a means to appropriate organizational strategies, the success of such intentions are dependent on the social environment (Dutrénit, 2004; Pasmore, Francis, Haldeman, and Shani, 1982; Powell, 1987)

In particular, while flexible work arrangement are appreciated by some, others may find themselves less attached to the office and/or the organization, or the work environment may become less personal, less social, and more difficult to share knowledge in (Cheshin, Rafaeli, and Bos, 2011; Hertel, Geister, and Konradt, 2005; Mesmer-Magnus, DeChurch, Jimenez-Rodriguez, Wildman, and Shuffer, 2011). Individuals may thus see technology as constraining rather than enabling. This is particularly so when they see technology as a structural property of organizations that reduces the flexibility with which they would go about their work (Orlikowski, 1992). It is therefore not surprising that research findings on the effect of technology adoption on individual performance (Lewis, Agarwal, and Sambamurthy, 2003) and team performance (Ortiz de Guinea, Webster, and Staples, 2012) have been inconsistent.
3.3 FUTURE RESEARCH AGENDA

Clearly, understanding the conditions under which digital technologies are shaping organizational phenomena is an important current research agenda (Ashford, George, and Blatt, 2007; Colbert et al., 2016; Piezunka and Ander, 2015; Spreitzer et al., 2017). Specifically, there is an urgent need to advance our understanding of individual attitudinal and behavioral responses in digitized workplaces (Boons et al., 2015; Gibson and Gibbs, 2006; Nakatsu, Grossman, and Iacovou, 2014). Both public institutions and private organizations share responsibility in creating a fair digital economy for workers. Accordingly, by focusing on both procedural and interactional fairness, our goal is to provide evidence-based implications for policy makers and stakeholders of what factors or procedures may support positive work arrangements for digital workers. The dependence of workers on online platforms raises important questions as to organizational power dynamics. Corporate and institutional social responsibility will thus be a key component within this research question.

For instance, some of our empirical studies demonstrate that platform labor may see the instant digital feedback they receive as the result of surveillance rather than support. Considering that such instant feedback is indeed a primary social stimulus for platform laborers, as they are working through the mediation of an online platform without face-to-face or other means of interaction (Gamrat, Zimmerman, Dudek, and Peck, 2014), this has important implications not only for their performance, but also for their psychological well-being. We have also observed that platform laborers do look for meaning in their work and hope to see their work matter, not least so they can develop their careers in platform work, despite the lack of vertical career mobility and competence development. We will pay particular attention to the role of worker voice, feedback mechanisms, and the provision of development opportunities for workers. We also want to question the responsiveness of platforms to the changing needs of workers. As greater numbers of companies transition to a partly or wholly digital workforce, we question whether organizations are evolving with worker needs in mind or are even redefining what it means to be an “employee” for internal benefit. With this research question, we hope to generate cutting-edge empirical research that can help different stakeholders to identify exclusionary elements, leading to the creation of mechanisms that will foster greater inclusion and fairness.

Following this research question, we also aim to examine the role of entry into the digital economy and consider how aspiring digital workers acquire the necessary digital literacy skills to engage online. With the rise of online work, traditional jobs are increasingly being replaced by portfolio careers full of diverse
activities. With our contribution, we consider how and why people choose different jobs at different points in their lives, and how the boundaries between those might intersect or conflict. We also consider digital skill divides, which may be perpetuated by offline social and economic factors. Of these, proactive skill development and adjustment in the face of new career demands has gained greater attention, particularly regarding the rapidly evolving nature of the digital economy. Skills developed in educational settings may be misaligned to the needs of the current and future workplace. Accordingly, we will challenge the role of youth engagement and preparation for the future of work, informing stakeholders in education how to provide sensible interventions that spur effective skill development both online and offline.

Furthermore, organizations have increasingly been employing distributed teams with digital solutions as means to improve organizational efficiency and effectiveness (Colbert et al., 2016). For many workers today, their jobs are not confined to a specific location or point in time. On the contrary, teams can easily be arranged across temporal, geographical, and organizational boundaries (Hoch and Kozlowski, 2014). As new ways of working, such distributed teams are assumed to benefit employees and organizations alike, with potential benefits such as increased flexibility, work-life balance, job satisfaction, and performance (Gilson, Maynard, Young, Vartiainen, and Hakonen, 2015; Liao, 2017; Martins et al., 2004). However, despite the alleged benefits, this new team format tends to obtain less desirable individual and organizational outcomes than traditional teams do (Gibson and Gibbs, 2006; Ortiz de Guinea et al., 2012). Distributed teams have been reported to display less extra-role behaviors (Ganesh and Gupta, 2010) and experience more communication issues (Daim et al., 2012; Ortiz de Guinea et al., 2012) and increased task conflict (Ortiz de Guinea et al., 2012). Other disadvantages of distributed teams as opposed to co-located teams include lower levels of satisfaction with work and one’s team, as well as less knowledge sharing (Ortiz de Guinea et al., 2012), trust, team cohesion, cooperative behavior, and social control (Hoch and Kozlowski, 2014).

Leading in such digitized workplaces can be challenging, as leaders who are not geographically present typically have a harder time withholding an active, relationship-focused leadership style, as they do not have other means to communicate with their employees aside from computer-mediated communication tools (Dulebohn and Hoch, 2017). Supporting this notion, Huang et al. (2010) found that media richness influences the relationship between transformational leadership and cooperative climate in distributed teams. One of our empirical studies demonstrates that transformational leadership is likely to be less effective in building high-quality
leader–member relationships in teams that rely strongly on electronic communication tools, such as video conferencing, instant messages, phone calls, and emails, to go about their daily work. The weakened effect is particularly likely to occur with members in distributed teams who have high task interdependency among each other. This indicates that the role of leadership is likely to be substituted in distributed teams in which members have a high frequency of interactions among each other. While this is perhaps good news for organizations that aim for a flat structure, for most of the organizations that do have some levels of hierarchical structure, ineffective leadership can be detrimental. Based on this finding, we challenge current management theories based on traditional organizational settings, which may not necessarily apply to the more open and fluid organizational processing enabled by digital technologies, and suggest that more research is needed.

The final research question will act as the culmination of the project, drawing insights from the former research questions. Our overall aim is to integrate various theory and research streams to illuminate the manifold experiences of “mattering” within the digital economy. We want to give the individual workers in the digital economy a voice and listen to what is being said, inviting workers to tell their own stories. How do they feel in the digital workspace? Do workers perceive different experiences of mattering from creative work, unwaged hope labor, and unskilled piece work? What implications does the ability to contextualize one’s own work have for individual well-being and productivity? Our goal is to create guidelines, ideas, and hands-on organizational design principles that might provide greater meaning with digital work, improving worker experiences and promoting the acceptance of digital labor formats by potentially uncertain workers. Above all, we want to refocus ongoing debates on individual workers, including aspirational, platform, and corporate laborers, without whom there would be no digital economy.
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Building and Managing Reputation: Current Debates and Future Directions
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ABSTRACT This chapter takes up the subject of reputation and its strategic importance for organizations. We provide an overview of generally accepted definitions of reputation and recognize the complexity of reputation by introducing a discussion on why managing reputation is a wicked problem and how organizations can best “solve” it by building awareness of reputation into organizational DNA. The chapter offers insight into a number of areas where future research might better assist all organizations in realizing the potential of their reputation.
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4.1 INTRODUCTION
In 2004, scholars at BI Norwegian Business School were instrumental in introducing the first research-based reputation measurement instrument to Norway, the Reputation Institute’s Reputation Quotient, now called RepTrak (Gardberg and Fombrun, 2002). Prior to 2004, the word reputation was rarely mentioned in the Norwegian business press. In the following five years, reputation gained a great deal of attention as the number of articles in the media mentioning reputation increased by a factor of eight, from slightly over 1,000 to more than 8,000 in 2009 (A-tekst, 2018).

Reputation has now become a buzzword; so-called reputation experts have been made a laughing stock by the media, and it has been proposed that leaders are tired of hearing their communication people talk about reputation (Brønn and Ihlen, 2009). This flies in the face of the fact that reputation remains one of the most important assets of modern organizations. It assists in building competitive advan-
tage because it is difficult to imitate, acquire, or replace; it builds legitimacy, making organizations more resilient to crises; and it increases their room to maneuver in organizational change and innovation. The dismissive attitude toward reputation also ignores its complexity. Everything an organization does contributes to either a good or a bad reputation, and building a good reputation over time requires engaging the entire organization and ensuring that the performance of everyone in the organization is of high quality. This is relevant for the private and public sectors, including non-profit organizations and governmental agencies.

That reputation is of interest not only to organizations, but also to society in general, is evident in the scope and number of reputation rankings worldwide. Some estimates indicate that there are more than 500 company rankings published annually, ranging from best place to work for minorities or for women, most admired companies, most environmentally friendly, most ethical, and so on. The release of these surveys is met with much fanfare and many organizations use their high rankings to generate publicity and to build their brands. For the losers, the results may result in panic and in possible loss of reputation, subsequent financial catastrophe and increasing pressure for accountability (Busuioc and Lodge, 2016). Regardless, organizations will spend resources in the form of time, money and knowledge to maintain or improve reputation, or to build it up.

It is impossible to adequately cover the extensive research on reputation in a single chapter; however, we provide an overview of generally accepted definitions of reputation and recognize its complexity by introducing a discussion on why managing reputation is a wicked problem and how organizations can best “solve” it by building awareness of reputation into organizational DNA. The chapter concludes by offering insights into a number of areas where future research might better assist all organizations in realizing the potential of their reputation, not just in the marketplace, but also, most importantly, in society in general.

4.2 DEFINING REPUTATION

Reputation has been described as a broad “portmanteau concept” with many interpretations (Brønn and Brønn, 2015). Research has uncovered anywhere from 16 to 50 different definitions (Bennett and Kottasz, 2000; Barlett et al., 2006; Dowl- ing, 2016). Furthermore, the various academic disciplines differ in their views of reputation. For economists, reputation is the sum of those characteristics or signals that describe a firm’s possible behavior in special situations. Accounting sees reputation as one of several types of intangible assets that are difficult to measure, but that create long-term value. For marketing, reputation comprises the associations
that individuals have with an organization’s name, while in the field of communication, reputation is defined as the organizational characteristics that develop from the relationships the organization has with its environment. In organizational theory, reputation is seen as the cognitive representation of organizations as stakeholders acquire meanings of the organization, and in sociology it is a social construction that results from the relationships that the organization establishes with its stakeholders in their common institutional environments: a good reputation is an indicator of legitimacy (van Riel and Fombrun, 2007).

Barnett et al. (2006) group the definitions into three broad categories:

- **Awareness**: Reputation as the attention that a stakeholder gives an organization, but not necessarily implying a judgment—reputation is seen merely as a perception or impression.

- **Assessment**: Reputation as a judgment, an estimate, an evaluation or a gauge—reputation says something about the status of an organization.

- **Asset**: Reputation as something of value and significance to the organization—reputation is a resource, an intangible, financial, or economic asset.

Awareness is a key concept, as we know that people’s perceptions of an organization’s performance are based on communication about and from the organization, their own experience with the organization, and what others tell them about the organization. Dowling (2016) refers to Lange et al. (2011), who identify three dominant conceptualizations of corporate reputation. Organizations need:

- to be well known—the salience or prominence of the organization;
- to be known for something—beliefs about an organization’s distinctive characteristics and/or behaviors; and
- to have a generalized favorability—an overall evaluation of being good or attractive.

Being known is a prerequisite for the other two.

One of the most cited definitions of reputation is offered by Fombrun (1996), who sees reputation as “a perceptual representation of a company’s past actions and future prospects that describes the firm’s overall appeal to all of its key constituents when compared with other leading rivals” (p. 72). An equally relevant definition is provided by Barnett et al. (2006), who defined reputation as observers’ collective assessment of a business based on the perceptions of the financial, social and environmental consequences a business has over time. This definition thus emphasizes
how reputation is a value that someone outside the business determines. At the same time, the definition states that this is a socially created value.

An enterprise’s reputation will therefore be influenced by peoples’ opinion based on the direct experience they have had with products, behavior, character and the like; what they are told by others; and by organization’s past behavior. This knowledge is influenced by the individual values of each stakeholder or stakeholder group. Over time, all of these impressions create a reputation capital—the intangible resource that should strengthen the organization’s competitive advantage or, in the public sector, its status among the general population.

The definition above also helps to draw attention to the evaluation of an organization. Reputation is the appeal an organization has in its environment, and it is being assessed in comparison with other organizations. At the same time, it is worth noting that the definition emphasizes that reputation has a time dimension—a reputation is built over time and should last over time.

As a construct of judgment (assessment) reputation comprises both affective (emotional) and cognitive components (Ingenhoff and Buhmann, 2016). Reputation as an emotional aspect is defined by Fombrun and van Riel (2004) as the degree to which people admire and respect the organization, trust the organization, feel good about the organization or think the organization has an overall good reputation. Cognitive components of the construct are represented by people’s belief in or judgment about an organization’s performance on seven common primary dimensions: (1) leadership, (2) products and services, (3) financial performance, (4) innovation, (5) workplace environment, (6) governance, and (7) citizenship. These are proxy variables directly associated with measurements of quality where reputation management consists of ensuring superior performance. The relationship between the affective and the cognitive aspects of reputation are shown in Figure 4.1 from Reputation Institute. The emotional dimension is captured by the RepTrak Pulse.

There is also a significant literature reflecting the considerable empirical attention to understanding how reputation impacts supportive behavior toward an organization. This includes willingness to purchase products, invest in a company, recommend company/products, work for a company, or give them the benefit of the doubt in crises (see for example, Money et al., 2016).

It is important to note that research on reputation is currently broadening considerably, going beyond the common focus on organizations. Recent work on the reputation and image of countries is a good example of this. The role of the country image, how it is created and its effects are of major interest for those working in international relations, international marketing, politics, trade, or tourism (Buhmann and Ingen-
A country’s image and reputation is becoming more important and its impact is seen through effects on the level of exports and foreign direct investments, the stability of international relations, the prosperity of national tourist industries, the attractiveness of domestic labor markets and education systems, or the degree of a country’s political and economic influence in the international system.

Recent research (e.g., Buhmann and Ingenhoff, 2015b; Buhmann 2016a, 2016b) has resulted in new integrative models where statistical analyses can show how functional, normative, and aesthetic beliefs about a country affect the formation of the emotional country image dimension—showing the country’s “ability to attract.” Furthermore, we can see how the emotional dimension of the country image mediates the effect of the cognitive dimensions on people’s behavior. Such behavioral effects can be analyzed regarding a wide variety of outcome variables such as the willingness to politically support a country, invest in a country, or travel to a country.

It is also possible to study the effects of corporate crises on country reputation. A recent study by Ingenhoff, Buhmann, White, Thang and Kiousis (2018), found that how the media reports on crises involving “nationally branded” corporations affects the perception of their home country. An example from Norway illustrates the interplay between national corporate brands and country image. In 2017, Norway had an exceptional image, ranking number one in the world for happiness by Sustainable Development Solutions Networks, and sixth on the Reputation Insti-
tute’s ranking of the world’s most reputable countries. When Statoil’s CEO was pictured in the media sitting in an all-male meeting with Donald Trump at the 2018 World Economic Forum in Davos, there was negative pushback in Norway from influential personalities on Facebook. That “optic” crashes with the international audience’s expectations regarding Norway’s position of valuing gender parity, and the assumption that its business leaders would feel the same and act accordingly. There is no evidence that the discussion was greater than in Norway (some media did note the fact they were all men), but the danger of it snowballing certainly existed, particularly when gender parity is a recurring theme at the World Economic Forum. This could have raised questions not only about Statoil’s behavior, but also about Norway’s.

Organizations may believe there is a quick fix to reputation, but a quick look at the list of drivers of reputation (product and services, workplace, leadership, performance, citizenship, governance and innovation) puts the lie to this assumption. There is no one person within an organization in charge of all of these drivers, who is capable of managing all of the stakeholders associated with each driver, who is familiar with the diverse measurements of success, and so on. When everything that an organization does can theoretically impact its reputation, it is clear that reputation-building is not a function that can be left to one individual or to one department alone. It becomes the responsibility of everyone in an organization. Because an organization’s reputation can act as a standard governing behavior, Balmer (2003) argues that, everyone should be encouraged to ask the question: “Would my actions be in line with the company’s good/bad reputation?” This is reflected in Balmer’s D.E.A.R. principle: Decisions, Evaluated, Against the Reputation.

The discussion above underscores the complexity of reputation: It has many interpretations; it is a judgment held by a diversity of stakeholders, all of whom have diverse and often conflicting views and priorities; it is something that in the long-run will never be perfect; and it can be influenced positively or negatively at any time by both internal and external actors. The notion of reputation and reputation management thus bears many of the characteristics of a class of problems called wicked problems (Rittel and Webber 1973). Wicked problems are not evil or “cool” problems, but rather problems that are resistant to long-lasting solutions, that are hard to grasp and change when efforts are made to deal with them, and that have complex roots and diverse stakeholders.

There are no specific solutions to wicked problems like reputation, but it is possible to deal with them. One strategy for dealing with wicked problems is to adopt a learning orientation to engage the entire organization, in other words thinking about reputation needs to be built into the very DNA of an organization where all
“decisions are evaluated against reputation”. One approach is explained in the following section.

4.3 REPUTATION: YOU’VE GOT TO BUILD IT IN

Dowling (2016) argues that reputation must be “built in” to an organization’s DNA by coupling reputation-building actions closely to the organization’s strategy. This approach is perceived as a more natural component of the organization’s activities and can be expected to give positive associations with the organization in the minds of a broader range of stakeholders. This is in contrast to a bolted-on approach where efforts appear to be an afterthought or an add-on; the activities seem to be insincere to external stakeholders, and thus lower the estimation of the firm in their minds.

A bolted-on reputation management approach would be to apply a quick and dirty solution to some more fundamental problem that is, for example, generating consistently low reputation ratings. It is not unusual to hear of even large international firms running campaigns such as “Number 1 in 2001” after a poor performance on a reputation ranking the previous year. The bolted-on strategy may have some short-term benefits where improving stakeholders’ immediate perceptions of the firm results in an improvement in the ranking scores and eases the immediate problem. Over time, however, the fundamental problem will reassert itself.

The built-in approach is based on implementing a more fundamental solution that will also ease the problem’s symptoms, but will do so through other means and with some time delay. When managers are alerted to the potential unintended consequences of applying short-term and immediate solutions, they will hopefully look deeper at underlying causes and not patch the problem. In reality, a balanced approach to solving hard problems is required. In this view, the strategy that is most likely to succeed is one that attempts to find a balance between short- and long-term actions. Moreover, what works for one organization may not work for another. Making this happen requires focusing attention on the total organizational system instead of just the individual parts or properties of the parts; not just product, not just financial, not just workplace, and not just leadership.

Because organizational reputation reflects an assessment of performance across all functions and hierarchical levels, it is not possible to reduce the reputation construct directly back to the component actions that are carried out by the many organizational actors. Reputation is neither predictable nor deducible from the functioning of lower-level organizational components. Organizations are complex systems, and initiatives intended to improve on one dimension of reputation will affect the other dimensions to varying degrees. As such, the organizational reac-
tion may be counter-intuitive with the net result being an overall decrease in key performance indicators, and a loss of reputation.

Further complicating the situation is that stakeholders often have different meanings and expectations for what constitutes good behavior for the various drivers of reputation. As firms strive to meet stakeholder demands and expectations, gaps can occur between various organizational members’ understanding of what these expectations are and what behavior organizations should deliver to meet the expectations. Consequently, this requires organizations to minimize gaps between what is expected of them and the behavior delivered by them. This also reduces reputation risk (see Brønn, 2012). The challenge for any organization is to build in a mental model, if you will, that gets everyone in the organization pulling together to minimize quality gaps. This organizational mindset is not easy to achieve.

The following discussion outlines some areas where more or continued research can hopefully shed light on some of the complexities of reputation and reputation management.

### 4.4 A REPUTATION RESEARCH AGENDA

Even though there is an impressive literature on reputation, on what it is and isn’t, what it can do, its impact, and so on, there are still many areas of inquiry that, if explored, can help organizations build, maintain or rebuild reputation, and not the least help them create conditions for a built-in systemic approach to reputation. For example, most agree with the axiom that it takes a long time to build reputation but almost no time at all to destroy it. This is often followed by the question: how long does it take to rebuild? This has been explored to a minor extent (see for example, Gaines Ross, 2008; deHaan, 2017) but is still of great interest across industries, countries, and organizations.

Another area of interest is the impact of new digital technologies on an organization’s reputation. This can refer to new forms of communication and interaction that emerge with new digital technologies, such as in rating portals or social networks. An important domain in this regard is the influence on an organization’s reputation from so-called uncurated third-party rankings, such as Yelp or TripAdvisor, where the third parties are anonymous members of the general public. Similar to rankings such as RepTrak, these polls can either boost an organization’s reputation, or have devastatingly negative effects. There is growing research on how organizations can take a more proactive role in online communication, including adding their own voice to the conversation (see for example, Aula, 2011).
The impact of new digital technologies can also refer to reputational implications of the new technologies themselves. A critical aspect of digitalization is the growing use of complex algorithm-based systems by organizations to interpret and predict consumer behavior, support and carry out operations, or drive recommendation and filtering systems. While organizations today make extensive use of complex machine learning algorithms, hardly anyone is able to fully account for their workings. Current research at BI’s Centre for Corporate Communication and the Nordic Centre for Internet and Society adds to knowledge in this area by: a) mapping common kinds of reputational threats caused by algorithms; b) reviewing in particular the inherent opacity threat of algorithms, which arises from poor transparency and leads to distinct challenges for accountability; c) suggesting normative principles to assess algorithmic accountability based on a discourse-ethical framework (i.e.: access to deliberation, access to information, inclusion of all arguments, and responsiveness); and d) applying these principles to cases where algorithms become major threats to organizational reputation (Buhmann, Passmann, and Fieseler, forthcoming).

The reputation of public sector entities is of growing concern and more research is needed on the drivers of reputation in the public sector. This is important, as it is generally understood that the public sector is a special case and that reputation-building in the public sector cannot be approached in the same manner as in the private sector. Bottom line performance in the public sector is not about profits, but rather benefits to the community. While there is a substantial amount of research on service satisfaction in the public sector (see for example, Rowley, 1998; Heintzman and Marsden, 2005), there is little research on reputation and the public sector. According to Sørensen (2009), people today have higher expectations of the public sector, are more skeptical toward experts and public authority, and are less confident that these people are working for their or society’s interests. Additionally, people want influence over and freedom to choose who delivers public service. They want more and better information, particularly about who can deliver the best quality.

Of continued interest will be the pressing question of measurement and evaluation, not only of reputation but also for those activities recognized as building reputation, particularly communication efforts (Buhmann, Likely, and Geddes, 2018). Key for organizations is realizing that the use of one-size-fits-all reputation measurements will not necessarily help them with their stakeholders, in their market, or in their operating environment. It is essential to find a valid and reliable measurement tool that is the best and most relevant tool for their own organization, which in many cases will mean creating their own.
Some firms in highly competitive environments conduct monthly customer surveys, but no reputation surveys. Some organizations do nothing, and some have bi-annual or annual reviews. What is important is to recognize that some measurement must be done; not only to create accountability for the many activities that build reputation, but also to generate insights and learning on the inevitable changes in the dynamic relationship of the organization and its environment. Reputation is an asset that has financial value, and the only way to know what stakeholders’ expectations are—and if they are being met—is to ask them. Ignoring reputation measurement is not an option.

Reputation as a component of an organization’s overall risk assessment and management process is also an important emerging research area. By recognizing reputation as a component of risk, i.e., considering stakeholder expectations in decision-making, organizations signal that they are concerned about their role in society and their willingness to include a broader range of perspectives and voices into decision processes. This is a complex undertaking, however, and organizations need better guidelines on how to engage responsibly and productively. This is important not only for big, visible organizations, but also for smaller ones who are unable to absorb the loss of key customers, a supplier default, a lawsuit or a credit problem, and where reputation damage can mean the end of business.

Paradoxically, damage to reputation today is most likely to come from a friendly source: an organization’s own management. This often happens through poor or unethical decision-making that creates circumstances that could have been avoided. For example, it is estimated that Volkswagen’s (VW) managers’ decision to adjust their cars’ emission controls to make the cars appear “greener” resulted in a decline in market capitalization of about 20%, or over €20 billion (Investopedia, 2016). Part of the decline is a result of damage to VW’s reputation as a green company; people stopped believing what the firm was saying. In January 2017, VW experienced another management-made crisis as the firm had to admit it used monkeys and humans to test exhaust systems. In both cases, one of the first persons to be fired was the communication executive, even though they were not directly involved in the decision process. Arguably, this connotes a culture that is not transparent and where those on the front line appear to be the scapegoats for hidden and closed decision-making. The question is whether this behavior is sustainable in a technology-mediated environment. This type of crisis is not isolated to the private sector. Recent bad behavior by leaders and managers has emerged in political parties in Norway and at one of the biggest international non-profit organizations in the UK.
4.4.1 CHANGING HOW REPUTATION IS STUDIED: FROM OUTCOMES TO PROCESS

The fall of organizations’ reputations strengthens the argument for changing the way reputation is studied. The internal breakdown of management control, the “wickedness” of the reputation problem and the need for a built-in approach, illustrate the need for research employing a systems thinking approach to building reputation, with its stronger focus on process as opposed to outcome (see for example, Kraatz and Love, 2006). What occurs within an organization that leads to it being perceived in certain ways is much more difficult to evaluate than gathering results from a reputation survey; it requires exploring reflective learning, the learning skills associated with systems thinking. These skills are intuitive and easy to understand at the intellectual level, but are notoriously difficult to implement. This difficulty comes from the need to change the fundamental perspective of understanding the world. This includes overcoming the ingrained habit of focusing on specific events and cultivating a habit of stepping back to look at patterns of events over time. This means moving from a reactionary thinking mode to a generative thinking mode. In the latter, decision makers attempt to develop endogenous or internal as opposed to externally-attributed explanations and solutions to the observed problematic behaviors. For example, looking inside for why reputation is declining, not blaming it on external causes.

The transition to systems thinking is also hampered by organizational and social cultures, both of which are strongly biased to considering only the short-term and relying on linear cause and effect processes. By definition, reputation building is a long-term process, making short-term thinking inappropriate.

Advancing the systems thinking approach to reputation, with its emphasis on process, requires research in two areas. First, exploring and evaluating the role of management in fostering a learning environment. Second, studying the overall learning orientation of the organizations, which is important because learning organizations are more effective in dealing with wicked problems. This also addresses the organization’s culture for learning (see for example, Nevis, DiBella, and Gould, 1995). Together, an assessment of managerial practices across functions and of organizational culture with respect to learning can identify opportunities for improving organizational learning capabilities, thereby supporting reputation management activities. For example, firms that score high on the RepTrak survey tend to score high on all of the seven drivers of reputation. It would be an important contribution to analyze these firms to see to what extent their learning characteristics are consistent with the challenges associated with managing their reputation. This research would help organizations to understand the basis of their
particular reputation and provide specific guidance on how to manage their behavior more effectively and, consequently, its impact on their reputations. These insights would be invaluable not only for the private sector, but for all organizations, and even countries.

4.5 CONCLUSION

Because reputation is an indirect intangible resource, the role reputation plays in contributing to organizational performance is more ambiguous and, consequently, easy to ignore or to treat only superficially. On the surface, reputation is a concept that people feel comfortable with; at least, they have an intuitive understanding of what it is and its value. They are comfortable with its everyday use. However, effective management of a dynamic and “wicked” resource such as reputation requires a high level of insight. Events and patterns that build or harm reputation do not just happen; there is something that causes the event or pattern, and that maintains the behavior over time.

Reputation is likely one of the most difficult strategic issues that managers confront (Brønn and Brønn, 2017). The procedures that go into making a firm’s products and assuring quality are relatively clearly understood and possible to control. Product quality and financial performance can be improved, innovative processes can be put into place, and decent and fair wages can be paid to employees. Reputation, on the other hand, is an emergent characteristic of the organization as a whole and, as such, cannot be “managed” directly.

There is some speculation that the study and measurement of reputation is at a standstill and that new insights are necessary if organizations are to realize the full worth of this valuable intangible asset. It is thus imperative that we continue research into reputation and its related fields. Organizations need better ways of understanding reputation, its formation, and its impact on their own type of organization (or country) along with more relevant tools for helping them instill an organization-wide systems approach to building reputation.

The prominent economist John Kay (1993) was clear when he stated that as a distinctive capability that accrues competitive advantage to an organization, reputation is an organization’s most important commercial mechanism for conveying information about itself. There is no doubt that a good reputation is a resource that gives competitive advantage because it is difficult for competitors to imitate it, acquire it, or replace it. It is a resource that should be protected, just as an organization protects its other resources.
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Chapter 5
Future of Branding in the Digital Age

LARS ERLING OLSEN

ABSTRACT Digitalization of markets, media channels, and consumers’ decision making challenges brand management. A key question is whether the traditional strategic understanding of branding is relevant in the digital age. In this chapter, three challenges are discussed: digital consumer journeys, big data, and online brands. These challenges influence branding practices, but do not necessarily invalidate basic branding principles. On the contrary, branding will continue to be important in the future.
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5.1 INTRODUCTION

YouTube star PewDiePie owns the fourth largest channel on YouTube, with 58 million subscribers. In contrast, Coca-Cola, one of the world’s oldest and strongest brands, is in 18,465th place, with a mere 300,000 subscribers (Holt, 2016). This example highlights some of the challenges for brands in the digital age. Consumers are increasingly using digital channels for information processing and purchasing decisions; social media and new technologies are creating new digital touchpoints between brands and consumers (Colicev, Malshe, Pauwels, and O’Connor, 2018); and new brand strategies such as influencer marketing and content marketing are being introduced (Olsen and Peretz, 2017). These developments can easily be interpreted as challenging fundamental theories and historical practices in branding. Taylor (2017) calls these developments “the battle of the branding beliefs” and portrays them as a series of dilemmas between the old and the new world. Figure 5.1 illustrates these dilemmas.
According to Taylor (2017), present-day brand management practice tends to be short-term and tactically focused, contrary to the more classic understanding of brands as strategic assets with long-term focus (Keller, 2012). Part of the reason for this change is the availability of behavioral data, such as click patterns. This access to new types of data and new uses of digital media channels fuels a more shortsighted and optimization-focused brand management culture. Mark Ritson at Melbourne Business School comments on this development in Marketing Week: “Marketing seems to be devolving into a base tactical pursuit, devoid of strategic thinking” (Ritson, 2016). Ritson’s comment is thought provoking, but also points to an important problem. If the underlying logic of brand management requires long-term strategic thinking, how will short-term digital-focused practices, digital consumer journeys, media channels, and analytic tools affect the branding field?

The purpose of this chapter is to look into these questions and discuss challenges for brands in the digital age. A crucial question is whether fundamental changes in consumer behavior have changed branding practices or whether such changes reflect changes in branding opportunities and communication tools available to brand managers (Batra and Keller, 2016). Many practitioners would claim the former—that new consumer behavior has changed the nature of branding. However, the basic principles of branding have always evolved around two major concepts: identification and differentiation (Samuelsen, Peretz, and Olsen, 2016; Keller, 1993). Identification deals with consumers’ abilities to identify the brand in a need situation and to recall the brand from the clutter of other brands and options. Differentiation is the brand’s ability to stand out from the crowd and provide relevant and unique benefits to consumers (Keller, Sternthal, and Tybout, 2002). Have
these basic principles really been challenged in the digital age? The answer to that question is not straightforward. On one hand, nothing has really changed. Whether a consumer bases her brand decisions on newspaper ads, Facebook feeds, or Google searches does not change the underlying psychological information processes (Kahneman, 2011), or how consumers complain about bad brand experiences. In the digital age, consumers might be active in online discussion groups and complain about brands on Twitter, whereas their mothers picked up the phone or chatted about bad experiences across garden fences. The underlying human need to gossip, share information (Berger, 2013), and vent negative emotions (Svari and Olsen, 2012) is the same across time and technologies. On the other hand, examples like PewDiePie and Coca-Cola point to an understanding that, even though branding theories may still be valid, they are at least severely challenged in the digital age. In the rest of this chapter, three of these challenges will be scrutinized.

The chapter is organized as follows. First, three major challenges for brands in the digital age will be identified. Each of these challenges will be discussed with a focus on understanding its consequences for branding. Second, the future of branding will be discussed. Will branding continue to be an important strategy in an increasingly digital future? Finally, topics for future research on brand management will be suggested.

5.2 THREE CHALLENGES FOR BRANDS IN THE DIGITAL AGE

Digitalization affects branding practices in many ways. Changes in technologies, market demands, and communication channels provide both opportunities and problems for brand managers. The basic question that is approached in this chapter is whether brands and branding are still relevant in the digital age. This is a rather large question and could be approached in many ways. Essentially, it must be answered by identifying some of the major branding challenges in today’s shifting landscape. Three of these challenges are:

1. Digital consumer journeys
Brand practitioners argue that digitalization has changed consumer behavior. Is that right? And if so, what are the consequences for how brands are built, developed, and managed?
2. Big data
New communication channels, technologies, and analytic tools have provided brand managers with enormous amounts of data (big data). How will access to these data affect the balance of short-term optimization of branding activities and the long-term strategic orientation of brand management? Could access to big data actually lead to wrong brand management decisions?

3. Online brands
Consumers are online—for information search, entertainment, status-seeking behavior, and more. Brands must adapt their practices and participate online on consumers’ premises. These changes in branding practice can have both advantages and disadvantages for brand management, and can change the way brands are built.

Many other challenges could be discussed, but in this chapter the discussion will be limited to these three challenges. In the next sections they will be discussed in more detail.

5.2.1 DIGITAL CONSUMER JOURNEYS
Consumers use many different communication channels and touch upon brands on many occasions—both online and offline. In many cases, they have the choice of buying brands online. According to eMarketer.com, global ecommerce increased by 5.8% from 2016 to 2017, reaching $22.7337 trillion. In Norway, ecommerce in 2017 was for the first time over 100 billion NOK, an increase of 16% from 2016 (Dibs, 2017). These changes in information search and buying patterns must of course be acknowledged by brand managers. One issue is that digital consumer journeys create an increasing amount of online brand information for consumers, and this information is effortlessly available at all touchpoints with the brand, often with just a swipe of the finger on consumers’ smartphones. One could easily conclude that these changes in information availability reduce the importance of brands. However, this information richness is exactly why branding continues to be relevant. Consumers need a sorting mechanism, a way of finding meaning and patterns in the information clutter. Important mechanisms in this process are brand awareness and clear brand positioning (Keller, 1993). Consumers will choose strong brands that are recalled and remembered quickly, and which can provide accessible and relevant benefits in the purchase situation (see Olsen, 2011, for a discussion). This prediction is even truer in a digital age characterized by information overload. For example, Bart, Stephen, and Sarvary (2014) show
how mobile display ads primarily function as reminders of already established brand awareness structures and previously learned brand associations.

This observation closely mirrors classic research by Iyengar and Lepper (2000). In their famous jam study, they found that consumers were ten times more likely to purchase jam on shelf display when the number of jam alternatives was reduced from twenty-four to six. In other words, too many choices turn consumers away.

Another reason why branding remains relevant can be explained by how consumers organize and process information. For example, Daniel Kahneman (2011) has popularized his system 1/system 2 approach. Briefly explained, system 1 operates automatically and quickly, with little or no cognitive effort, and system 2 allocates considerable attention to effortful mental activities. Not surprisingly, strong brands often benefit from a strong system 1 presence. We tend to include strong brands in our daily habits and often automatically evaluate strong brands more favorably than weaker brands. Consequently, strong brands are unconsciously part of our lives. Yet, current digital branding practice, with its focus on rich branded content (Olsen and Peretz, 2017), implicitly assumes that consumers always are in a system 2 mode. A critical perspective on digital consumer journeys must therefore ask: Even though consumers in theory have access to all sorts of branded content, how often and when will they use it? Even though digital technology increases access to brand information, consumers do not necessarily appreciate having more information and choices. Thus, brand awareness, brand positioning, and the accessibility of brand associations remain a crucial issue in the digital age.

Summarizing this section, it has been argued that digital consumer journeys have increased the number of consumer-brand touchpoints, changed purchase patterns, and opened up for many brand communication opportunities. Yet, brand awareness, brand association accessibility, and clear brand positioning are still essential. In fact, due to potential information overload, they are even more crucial than ever before.

5.2.2 BIG DATA

In searching for marketing positions in a job database, many titles will be “performance manager”, “social media manager”, “digital marketing manager”, and “content manager.” Usually, these positions specify specific skills in Google Analytics and other performance tools. Increased access to big data, and brand managers’ shift from traditional to digital media channels, have made these specialized
skills relevant for branding. The possibilities of digitalization are fascinating and at times breathtaking. With these tools it is possible to follow consumers in their digital consumer journeys, measure what they click, see how different tactics (e.g. display ads, search words) convert into sales, what types of digital communication efforts and content are effective, and from which sites consumers enter the brand’s webpages and where they go when they leave. The amounts of data are boundless, and clever brand managers can create brand value by optimizing messages and offers. In many ways, the potential to analyze and observe consumer behavior in real time is a revolution for brand management. When we previously experimented with brand messages in analog media channels, it often took weeks before we could measure the results in sales or by other performance indicators. And those indicators were often soft indicators, such as attitudes and beliefs. Today, brand managers can adapt their tactics continuously and instantly measure the effects on facts like sales and customer acquisition.

However, digital analytical opportunities also create new problems for brand managers. Google Analytics and other digital tools focus on the short-term effects of branding efforts. What are the direct consequences of measuring mostly tactical digital behaviors (e.g., click patterns, sales conversion)? In the absence of more strategic brand indicators (e.g., brand associations, brand awareness, brand evaluations, and so on), brand managers run the risk of downplaying the long-term aspect of brand management. Consequently, even with access to more behavioral brand data, they risk losing the strategic perspective of branding and becoming too focused on the short-term. This short-term focus is in itself problematic, since brand management by definition requires a long-term management philosophy (Keller, 1993, 2012). However, it is even more problematic that we risk mistaking consumer data collected via digital tools as equaling consumer insight. It rarely does. We can observe consumer behavior online, but we gain no insight into the reasons as to why consumers behave as they do. Insight demands interpretation and understanding, which take time. Digital performance specialists do not have this time, and often no longer have the skills to follow up on these processes. A challenge for brand managers in the digital age is therefore to balance the possibilities from big data against the time-consuming insight processes of more traditional consumer research. This balance, illustrated in Figure 5.1, will increasingly predict the success of brand management in the future.

To summarize this section, it has been argued that access to big data provides brand managers with a lot of data and opportunities to optimize their branding efforts. However, as managers, we often tend to act upon the data we acquire, which could lead to wrong branding decisions. Access to big data might influence
the delicate balance of short-term optimization and long-term brand management, which in the long run could hurt brands.

5.2.3 ONLINE BRANDS

In December 2017, Stormberg, a producer of outdoor clothing, announced a cooperation agreement with the World Wildlife Fund (WWF). However, as Figure 5.2 shows, the debate soon went sour when consumers engaged in an ongoing public debate about wolves living in Norwegian woods turned against the company. According to the financial newspaper *Dagens Næringsliv* (2 January 2018), consumers opposed to wolves threatened to burn their Stormberg clothes publicly. On Stormberg’s Facebook page the debate escalated. Ten days after the announcement, 3,100 comments, 664 shares, 20,000 positive responses, and 142 negative responses were registered. Thus, a majority of Stormberg’s customers supported the brand, but the basic lesson in this example is not the valence of the reactions, but the amount, the visibility, and the ease of reporting these reactions.

In a distant era, not so long ago, brand communication was primarily a one-way process. Brand managers and their communication agencies developed creative content, and flooded mass-media channels with advertising messages to influence consumers. Consumers’ reactions were both time consuming and technically difficult to express. If consumers vented their reactions to friends and neighbors (e.g., via word of mouth), the number of people they reached was usually quite limited. The rise of social media and digital technology has changed the influence of word of mouth in consumer–brand relationships. Word of mouth has expanded from time-consuming person-to-person processes to an abundance of different online communication formats (Eelen, Özturan, and Verlegh, 2017). These communications include electronic word of mouth (eWOM; Pauwels, Aksehirli, and Lackman, 2016)—e.g., liking a brand on Facebook or writing reviews on electronic forums—posting videos on YouTube and Facebook, retweeting brand messages, and sharing them through social media. Currently, good and bad publicity, mistakes, and brand experiences could potentially be shared and spread to thousands of consumers with only a few clicks. An example is H&M’s recent scandal of using a dark-skinned child to advertise a hooded sweater with the text “Coolest Monkey in the Jungle” (Figure 5.2, January 2018). The scandal hit social media and resulted in worldwide outrage toward H&M.
Digital technology and media platforms allow for easier consumer–brand relations (Fournier, 2009), but also consumer–consumer relations. By using eWOM, consumers are able to complain, brag, share, and discuss with a minimum of effort. The total effects on brands are therefore formidable, and must be taken seri-
Managing the brand–consumer/consumer–consumer dialogues is a critical task for brand managers and can explain why job positions such as “performance managers” and “social media managers” have arisen.

Virality is the buzzword that drives eWOM and brand–consumer interactions online. Akpinar and Berger (2007, p. 318) put it like this:

Virality has become the holy grail of digital marketing. Rather than focusing on paid media, in which a brand pays to advertise, brands are devoting more and more attention to earned media, in which consumers are the communication channel.

Relevant and interesting topics spread fast, almost like an infectious virus, from consumer to consumer on social media and other digital platforms. Virality helps in creating “brand evangelists” (Kawasaki, 2015), but can also hurt the brand through effective spreading of negative information. These viral effects increase the importance for brands to have a social purpose—to be transparent, sustainable, and conscientious (Olsen and Peretz, 2011). Otherwise the brand will be exposed to negative eWOM in the target group. One example of a brand that has taken this development seriously is Heineken. In May 2017, its “Open Your World” campaign, to promote openness as a value that helps break through the barriers that divide us, spread incredibly fast and has been viewed on YouTube many millions of times. Research from the global consultancy firm BMMG supports this movement and shows that 65% of consumers want to support companies with a strong purpose. However, only 45% of consumers can name such a company (Bemporad, 2017). New digital media provide consumers with tools to find, share, and spread information about companies and brands. Brand managers can no longer just say they are responsible for their brand’s actions, they must also act responsibly and participate in the online dialogue with their consumers.

Another aspect of online brands is liquid consumption (Bardhi and Eckhardt, 2017). When was the last time you bought a CD? Fewer and fewer consumers make purchases in this category. Nowadays consumers tend to stream music online, for example by using services like Spotify and Apple Music. New technology opens up for changes in consumption patterns and in many brand categories reduces consumers’ needs to own products and brands. Instead of owning the brand, they pay for temporal access and flexibility. Examples are streaming media and video-on-demand services like Storytel and Netflix, which have reduced the need for buying books and DVDs, and new car services like Bilkollektivet, where consumers, for a fee, have access to a range of rental cars. Liquid consumption is
a more flexible way to consume brands, without ownership and using mobile and adapted solutions across situations. Bardhi and Eckhardt (2017) contrast it with the more traditional solid consumption: focus on owning brands with a safe and predicable value across all situations. Figure 5.3 conceptualizes the difference between solid and liquid consumption.

<table>
<thead>
<tr>
<th>Solid</th>
<th>Liquid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value resides in size, weight, security, attachment, commitment</td>
<td>Value resides in flexible, adaptable, fluid, mobile, light, detached and fast</td>
</tr>
<tr>
<td>Long-standing possessions, attachment/loyalty, identity-related objects</td>
<td>Fluid possessions, lack of loyalty, fewer objects, user value</td>
</tr>
<tr>
<td>Consumption meaning is stable across contexts</td>
<td>Consumption meaning varies by contexts</td>
</tr>
<tr>
<td>Emphasis on ownership and possessions of material objects</td>
<td>Emphasis of access and intangible objects</td>
</tr>
</tbody>
</table>

**FIGURE 5.3** The difference between solid and liquid consumption (Bardhi & Eckhardt, 2017)

Liquid consumption has many implications for how we understand brand loyalty and brand relationships (Fournier, 2009). How can you be loyal to a brand you do not possess? So far, examples of brands that have been challenged by liquid consumption have been limited. However, if digitalization continues to alter many markets and business models, it is likely that brands in the future might be significantly affected. It will at least challenge Russell Belk’s (1988) classic concept of owning brands as part of consumers’ self-identities—the extended self. In general, many established constructs in the branding literature imply brand ownership. If liquid consumption increases, there is a need to reinvestigate many of these constructs.

To summarize this section, it has been argued that the role of brands has changed for online consumers. Currently, it is easier and less time consuming to engage with brands, and the rise of social media and digital platforms changes the nature of brand relationships. The virality of sharing and spreading information has become both an opportunity and a challenge for brand managers. Lastly, brand ownership is declining and consumers are more likely to consume brands in a more liquid manner.
5.3 FUTURE OF BRANDING

New digital technology, media channels, and online consumption patterns influence the art and science of branding. The purpose of this chapter was to discuss how changes fueled by digitalization affect branding practices and brand management. Three challenges to branding in the digital age have been identified: digital consumer journeys, big data, and online brands. The key insights in our discussion have been that these challenges do not reduce the importance of brands, but in many ways shift the practice of branding and provide brand managers with new opportunities. These challenges strengthen the need for deep consumer insight, good understanding of digital consumer journeys, and the importance of well-known and well-positioned brands. To summarize, these three challenges essentially deal with problems of balance:

- Balance between opportunities gained from technology and data, and deeply understanding consumer needs
- Balance between short-term optimization and long-term brand strategy
- Balance between short-term sales conversions and long-term consumer brand relationships

Brand managers should certainly embrace new digital opportunities, be curious about new media channels, experiment with new branding activities, and use those that prove to be most effective. However, basic principles of branding and brand management are still, and will continue to be, central. Key concepts like identification, differentiation, and brand positioning (Samuelsen et al., 2016) will not go out of fashion, and may be even more important in the digital future.
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Chapter 6
Value Creation, Business Models and Organization Design in a Digital World
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ABSTRACT  In most industries, the competitive landscape is rapidly changing and, as a result, companies are speeding through their life cycles at an unprecedented pace. Whole industries are being transformed—media and entertainment, energy—and the changing positions within industries are greater than ever. Digital is the main driver of the current changes. It affects all aspects of how customers behave and how companies create and capture value. We suggest that these technological changes call for the renewed importance in understanding both value creation and principles of organization. Our aim is to address how value creation and organization design is affected by digitization—the opportunities and challenges that digitization presents. We organize our discussion around the concepts “business model” and “organization design” respectively.
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6.1 BUSINESS MODELS
A business model describes how a company creates and appropriates value (Chesbrough and Rosenbloom, 2002; Teece, 2010). We distinguish between an operational and dynamic dimension of business models (Fjeldstad and Snow, 2018). The operational dimension of a business model describes how a firm creates value for customers by performing activities, and how it appropriates a share of the value created. The operational dimension reflects choices about target customers.

---
1. This chapter draws heavily on prior published works by the authors, which are included in the references. Specifically, Snow, Fjeldstad, Langer, 2017, Fjeldstad and Snow, 2018, and Haanæs and Fjeldstad, 2016.
and product/service offerings, as well as choices about the associated resources and activities. Value created is the difference between customers’ willingness-to-pay for the products and services and the opportunity cost of the resources. Value appropriated is the result of bargaining between the participants in larger activity system (Brandenburger and Stuart, 1996; Porter, 1985). Drucker (1954) and Porter (1985) model a business this way.

The dynamic dimension models how the firm changes its business over time. Miles and Snow (1978) describe an “adaptive cycle” in which firms solve the entrepreneurial problem of product/market positioning, the engineering problem of activities and resource configuration, and the administrative problem of balancing exploration and exploitation. Solving the entrepreneurial and engineering problems amounts to developing the operational business model. Miles and Snow identified three purposive adaptation models, which they labeled prospectors, defenders, and analyzers. Prospectors continually develop new products, services, technologies, and markets, i.e. they explore new knowledge (March, 1991). They succeed by moving first relative to their competitors. Defenders leverage their competence in developing process efficiencies for relatively stable product/service lines. They search for economies of scale in markets that are predictable and expandable, i.e. they exploit existing capabilities (March, 1991). Analyzers search externally for proven technologies with significant potential for generating new products and services. They use their engineering and operational capabilities to make new products or services better and cheaper, and use their marketing capabilities to commercialize them (Haanæs and Fjeldstad, 2000). Analyzers seek ambidexterity (Tushman and O’Reilly, 2002)—they combine exploration and exploitation, albeit by forgoing radical novelty and optimal efficiency. Finally, the operational model affects the nature of exploration and exploitation because different models imply different capabilities (Fjeldstad and Haanæs, 2001).

Increasingly, firms work with their customers, suppliers, and partners when altering the elements of their business models. Among the key reasons for open innovation business models (Chesbrough, 2006) are access to diverse and situated knowledge (von Hippel, 1994), pooling knowledge resources (Boudreau, Lacetera, and Lakhani, 2011; von Hippel and von Krogh, 2003), and the delivery of products and services that depend on larger platforms and ecosystems (Gawer and Cusumano, 2002). As a result, business models increasingly extend across firm boundaries (Amit and Zott, 2015), and modifying them may affect all or part of the network the firm is embedded within.
6.1.1 A TYPOLOGY OF BUSINESS MODELS WITH IMPLICATIONS FOR DIGITIZATION

There are fundamentally different ways by which firms create value. Each of these also has distinct value propositions, roles of the customer, and mechanisms of value appropriation. That is, they represent different business models.

The value chain (Porter, 1985) is the classical way of modeling the activities of a firm. Its representation fits the typical twentieth century manufacturing process. In contrast, twenty-first century value creation is dominated by firms that create and apply knowledge, and firms that provide global networking services of various types. Such firms are modeled by the Value Shop and the Value Network respectively (Stabell and Fjeldstad, 1998). Furthermore, as a result of extensive efforts to streamline every type of business and focus on the core value creation activities, a fourth type of model has emerged at scale: firms that offer their customers access to shared resources (Fjeldstad and Lunnan, 2015; Haanaes and Fjeldstad, 2016). We briefly review each of these types below, and their particular organizational properties, followed by a discussion about the implications of digitization for each one.

6.1.2 VALUE CHAIN

A value chain transforms inputs into products. The customer is a recipient of the product, which embodies the value created by the firm’s transformation process (Ramirez, 1999). Scale, capacity utilization, and the flow of components and products are important to efficient operations, whereas the tailoring of activities to differentiated customer needs is important for value to the customer (Porter, 1985). These counteracting effects on product cost and customer value lead firms to choose between offering a standardized set of products at low cost or targeting differentiated demand with differentiated products. Embodiment of the technology in the product or in the production process is an important value-protection mechanism (Teece, 2010). A value chain forms a sequentially linked value system of suppliers, partners, and customers. Value Chains make trade-offs between cost and differentiation—standardized, one-size-fits-all products can be manufactured at low cost, whereas products targeting differentiated demand can command a premium price but will be more costly to produce (Porter, 1980; 1985). A Value Chain creates and combines components into products, and therefore operations are organized around the flow of components within the supply chain. Value Chains explore new product and process technologies and exploit them by fine-tuning them (Fjeldstad and Haanaes, 2001)
Manufacturing robotics, automation, 3D printing, sensors and digital platforms drive a fourth industrial revolution that allows mass customization—an economy that transcends the traditional trade-off between scale and customization. This revolution changes the forces of globalization by allowing for instant local production and development at low cost. The challenge for industrial firms is two-fold. First, they need to embrace digital fast. Second, they need to embrace disruption and not be defensive, as car manufacturers used to be with respect to electric and self-driving cars.

6.1.3 VALUE SHOP

A Value Shop resolves customer problems on a case-by-case basis. Examples are hospitals and consulting firms (Christensen, Grossman, and Hwang, 2008; Christensen, Wang, and van Bever, 2013). Knowledge, and therefore learning, are particularly important to value creation (Løwendahl, Revang, and Fostenløkken, 2001). Problem-solving industries such as medical care typically consist of generalists, who harbor knowledge about a variety of problems, and specialists, who have deep knowledge in a particular area. The client embodies the problem to be solved and may be an active participant in the process of creating solutions (Skjølsvik, Løwendahl, Kvålshaugen, Fosstenløkken, 2007). Value Shops form reciprocally linked value systems of referring, sub-contracting, and collaborating firms that together harness the knowledge required to develop the desired solutions. Status and intellectual property rights, in the form of patents or copyright, safeguard value appropriation. A Value Shop creates and combines competencies to deliver solutions. The organizational design favors mobilization and integration of human and information resources from the network in which the firm is embedded.

Value Shops make trade-offs between providing services that require specialist versus generalist knowledge. This trade-off is reduced with scale (Stabell and Fjeldstad, 1998). Value Shops typically explore by taking on new types of projects and exploit by diffusing knowledge within the firm, reusing it by doing standard work (Fjeldstad and Haanæs, 2001; Løwendahl, Revang, and Fostenløkken, 2001).

Law firms, management consultants, architects, engineering firms, and health care services are all being transformed by digital. Professional services use decision support systems, global databases, collaboration platforms, and communication solutions to improve both the effectiveness and the efficiency of their services. Digital technologies are augmenting and, in some cases, replacing
professionals. They allow one-man firms to be efficient, they allow networks to form instantly, and they allow for the efficient operations of global players like EY, McKinsey, BCG, and Deloitte. Digital is a requirement inside such firms and it is a requirement in their markets. Their clients expect to be working with companies that are one step ahead, not two steps behind.

6.1.4 VALUE NETWORK

A Value Network links nodes—customers, things, and places—and provides services that allow various kinds of exchanges among them. Examples of Value Networks include communication services, transportation (Huemer, LRP, 2006), banking and finance, and a wide range of Internet businesses (Afuah and Tucci, 2000). Customers co-produce their own value—but also value for other customers—by making themselves, or nodes that they control, available for networking. Therefore, network scale and composition positively affect the customer value proposition. In many Internet-based network services, there are in addition strong cost economies of scale resulting from low marginal costs associated with each new user or exchange transaction (Varian, 2000). These dual effects of size can create winner-takes-all markets (Shapiro and Varian, 1999). The value systems are vertically layered and horizontally interconnected. Layering allows one service to use another service as its infrastructure. This is common in Internet service ecosystems. Interconnection allows customers of one firm to network with customers of other firms, typical in banking and telecommunications. Lock-in is an important value appropriation mechanism when network externalities affect value creation (Farrell and Klemperer, 2007).

Value Networks create and combine connections among people, places, and things. Operationally, they organize around the platforms that enable those connections and their associated exchanges. They explore new technologies and the relationships that can be serviced by them. They exploit by increasing the size of the networks serviced (Fjeldstad and Haanæs, 2001). Finally, Value Networks trade-off the connectivity and conductivity of their services, i.e. what or who they can connect, and what can be exchanged among them (Evans and Wurster, 2000; Stabell and Fjeldstad, 1998).

Digital technologies enable much more efficient development and operations of networking services. Prominent examples of network service disruptors include Spotify, Netflix, Uber, Airbnb, Amazon, eBay, Facebook, and Google. These companies all outcompeted incumbents by creating highly efficient networking mechanisms that allowed for large scale sharing among users and linking of mul-
tiple product or service suppliers. Their users wanted to be part of the largest net-
work because it provided the best connectivity—the richest offerings, access to
the most people and places. These network service firms also all completely out-
competed the incumbents on technology, providing platforms that are able to go
to huge global scale fast and drive cost to deliver equally fast.

6.1.5 VALUE ACCESS

A Value Access provider insources the use of physical, informational, and human
resources. Classical examples include shared facilities, data processing resources
(Brandl, Jensen, and Lind, 2018) or labor pools, for example crewing agencies in
shipping (Lorange and Fjeldstad, 2010). Resource access services cover all busi-
ness functions ranging from IT and HR to facility management and contract manu-
factoring. By leveraging the total scale in the delivery of a given process across
clients, a resource provider can drive up value through reliability, development
and quality at the same time as it can drive down costs through shared technology
platforms.

Digital is a major enabler because the firm can build global delivery at scale,
whilst also offering relevant data and higher delivery quality. It is a scale and plat-
form game, where the winner will be the one who is able to drive scale in custom-
ers and utilize technology platforms to deliver. IBM has been there for a long time,
as has ISS, Securitas and all ERP players. Whereas the early twentieth century was
the time of mass production of products (from cars onwards), the early twenty-
first century is the time of mass delivery of services. Digital enables scale, quality,
data processing, machine-to-machine communications and sensor-based surveil-
ance.

6.1.6 INTEGRATING MULTIPLE VALUE CREATION LOGICS

A firm may use multiple value creation logics (Stabell and Fjeldstad, 1998; Hue-
mer, 2012). For example, technology development uses a Value Shop logic,
whereas distribution uses a Value Network logic. In industries such as pharmaceu-
ticals, software, and entertainment, business models that separate the value con-
figuration logics have emerged. Effective integration and coordination across dif-
ferent value creation logics present important organizational design challenges.
6.2 ORGANIZING DIGITALLY

According to Chandler (1962), “structure follows strategy”—that is, the design of an organization must support its value creation and value appropriation. Both the operational and the dynamic dimension of the business model have implications for organizational design. An organization’s coordination and control requirements arise from the value configuration underlying the operational dimension of its business model. Further, exploration favors autonomy within loosely coupled structures, whereas exploitation favors tight coupling between activities and diffusion of best practice (Weick, 1976; March, 1991). Ambidexterity necessitates more complex organizational architectures whereby exploration and exploration are separated temporarily, structurally, or contextually (Juni et al., 2013; O’Reilly and Tushman, 2013; Smith et al., 2010). In addition to affecting business model properties, digital technologies also enable radically new ways of organizing.

Digital technology is not only changing how organizations operate, but also the way we think about organizing. Organizations increasingly include digital and human agents that share the means of communication, control, and coordination. A traditional organization is arranged hierarchically—that is, control and coordination are achieved through an authority (reporting) structure in which superiors plan and coordinate the activities of subordinates, allocate resources, and resolve problems and conflicts (Simon, 1962). A hierarchical organization can be effective in stable and predictable environments because the organization does not have to regularly innovate or adapt to change. Many of today’s environments, however, are not stable and predictable; they are volatile, uncertain, complex, and even ambiguous (Johansen, 2007). Such environments are characteristic of knowledge-intensive industries like biotechnology, computers, healthcare, professional services, and national defense.

Digital technology can enable individuals, firms, cities, and governments to become smarter—to expand their capabilities and to adapt to new and changing conditions. As an agile organizational form, the digital organization will be populated with individuals and teams who are accomplished with technology and who can collaborate both inside and outside the organization to make process improvements and develop new solutions.

In previous decades, organizational responses to technological changes were mostly incremental and, in part, enabled by IT improvements that allowed greater scope and dimensionality of organizational control and coordination. Most of those adaptive responses were made within existing hierarchical forms of organizing (Altman, Nagle, and Tushman, 2015). Digital technologies, however, often
disrupt established ways of organizing and require adaptation through collaboration as well as self-organization around shared situation awareness (Endsley, 2000) and knowledge commons (Hess and Ostrom, 2006; Ostrom, 1990, 2010). This adaptive mode is faster and more effective.

Digital technologies play a role in all aspects of operating, controlling, and coordinating the activities of organizations. Broadly speaking, they are used for automating and augmenting tasks, communicating internally among organization members and externally with customers and partners, and in collaborative decision making among digital and human agents (Davenport and Kirby, 2015; Englebart, 1962; Huber, 1990; Licklider, 1960; Simon, 1973).

The technological manifestations of disruption in organization design are clearly visible, as are workplace changes and changes in inter-organizational relationships. What are less visible are changes in the associated design paradigm, which enable organizations to obtain efficiency and effectiveness improvements from investments in digital technology. The new organization design principles are similar to those used in designing digital technologies themselves. Their roots are found in object-oriented systems design (Dahl and Nygaard, 1966) and in the architecture of the Internet (Krol, 1993). In organizational terms, these principles are embodied in actor-oriented architectures, in which the locus of design is actors who collaborate using protocols, processes, and commons (Fjeldstad, Snow, Miles, and Lettl, 2012).

Digital technologies are also used for learning, decision making, and design. Platform companies such as Amazon, Google, Airbnb, and Uber study the data trails of consumer behavior to design markets for greater efficiency, and to build new ones (Lohr, 2016).

Other companies employ digital design tools in collaborating with their customers and partners. Lego provides toolkits on its website that enable entrepreneurs and customers to submit product ideas and start new Lego brick-based businesses (Heinerth, Lettl, and Keinz, 2014).

In traditional organizations, technological artifacts such as manufacturing equipment and computers are controlled by human operators. With the declining costs of global communication and information processing, hierarchy is being replaced by radically different ways of organizing (Fjeldstad et al., 2012), the digital elements of which include cloud computing, big data analytics, cognitive computing, and collaboration platforms. Artificial intelligence embedded in machinery and tools, as exemplified above, plays an ever-larger role in emerging digital organizations (Kolbjørnsrud, Amico, and Thomas, 2016). The digital organization will need to integrate human and digital agents. The employees and managers will
collaborate with, rather than merely control, the technology in use. Organizing digitally means collaboration with more entities with less reliance on hierarchy for control and coordination. It also entails empowering employees, partners, and customers who use digital tools for the co-creation and co-production of products and services as well as providing digital platforms for self-organized collaboration.

Digital organizations are collaborative, agile, and minimally hierarchical. In many industries, they are populated by human and digital agents who work intelligently side by side. They rely on actor-oriented principles to enable self-organizing, which offers greater connectedness and responsiveness. (Snow, Fjeldstad, and Langer, 2017). Actor-oriented architectures turn complexity into simplicity by using procedures that different types of actors employ to contribute to the overall goal of the organization, identifying the information they need to coordinate their contributions and developing the communication protocols required to interact with one another and with the shared situational awareness.

6.3 CONCLUSIONS

Digital is the main driver of the current changes upending the business world. Digitization affects all aspects of our lives: the way we work, the way we live and the way we consume. We believe that business leaders need to understand clearly how digital enables more effective and efficient business models. Digital transforms organizations. It may radically transform the mechanisms by which activities and resources are differentiated and integrated. For more than two thousand years, we have organized people who use tools and operate machines. The advent of autonomous, intelligent agents with the ability to collaborate also changes our conception of who to organize.
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ABSTRACT This chapter reports main findings from a comprehensive study of how Norwegian family firms are governed and how they behave and perform as economic entities. Analyzing all firms from 2000 to 2015, we show that the family firm represents the most widespread way of organizing economic activity, and that family firms differ fundamentally from other firms. Our results suggest that deeper insight into the economics of family firms may make the firms better, and the public debate more informed.
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7.1 MOTIVATION AND OVERVIEW
In this chapter we show that family firms are not like other firms. We also show that the family firm represents the most common way of organizing enterprise in the Norwegian society. Although we are the first to document these properties in the entire population of all firms, there is no reason to think this situation is peculiar to Norway, but rather reflects a global trend.

Nevertheless, the economics of the family firm remains heavily under-researched in any country. This means little is known about how family firms

This work is licensed under the Creative Commons Attribution-NoDerivatives 4.0 International (CC BY-ND 4.0). To view a copy of this license, visit http://creativecommons.org/licenses/by-nd/4.0/.
behave as economic entities. The objective of this chapter is to improve on this unfortunate situation for family firm stakeholders. Owners and employees making important decisions inside the family firm lack systematic insight into typical practice, atypical practice, and best practice. Politicians regulating family firms establish rules with strong impact, but may have only superficial information on what they are regulating. Business school professors training their students can only tell anecdotes about the firms most of the students will be working for or transacting with.

This setting suggests that several stakeholders would benefit from research on the behavior of the family firm in order to understand most firms in the economy better. This chapter contributes to closing this information gap by reporting the main findings from a study of the governance and finance of all Norwegian family firms during the period 2000–2015. These findings come from a project that establishes the broad, overall picture rather than the detailed specifics (Berzins, Bøhren, and Stacescu, 2018b). Accordingly, we will report descriptive statistics rather than tests of behavioral hypotheses, which is the next step in our ongoing project.

In section 7.2, we define the family firm, report why family firms are under-researched, and explain why economists expect family firms to differ from other firms. We describe our database and document the macro-economic significance of family firms in section 7.3. We report governance characteristics in section 7.4, finance characteristics in section 7.5, while we summarize and conclude in section 7.6.

### 7.2 WHY ARE FAMILY FIRMS UNIQUE AND UNDER-RESEARCHED?

Unfortunately, there is no common definition of the family firm in the literature. More than 90 different definitions exist (European Commission, 2009), making it difficult to compare findings across empirical studies. The lack of a common definition manifests itself as ambiguous conclusions about the main economic relationship analyzed in the family firm literature, which is how performance depends on whether the firm is a family firm (O’Boyle, Pollack, and Rutherford, 2012; Amit and Villalonga, 2014). To illustrate, Villalonga and Amit (2006) find that this relationship between performance and family firm status is either positive, negative, or insignificant, depending on how a family firm is defined. We think an understanding of why some definitions make more sense than others requires an understanding of why family firms are special.
7.2.1 DEFINING THE FAMILY FIRM

We define a family firm as a firm that is majority-owned by individuals related by blood or marriage. This definition reflects both governance and sociology, which are the two dimensions that jointly produce the uniqueness of family firms that we will outline in section 7.2.2.

The governance dimension of the family firm definition reflects that control of the firm’s decision making is the fundamental right (Tirole, 2001). Because the owners elect the board, which recruits and replaces the CEO, owners with a majority stake at the shareholder meeting (general assembly) can control every formal governance position without the other owners’ consent. Therefore, our definition requires that a group of owners holds more than half the shares. These controlling owners can single-handedly choose its participation intensity in the firm’s governance, such as whether to be on the board, be the chair, or the CEO.

The sociological dimension of our family firm definition reflects that we only consider firms where the controlling owners are individuals who constitute a particularly coherent group. We require that the group is tied together by blood or marriage up to the fourth degree of kinship. This means the family also includes great-great-grandparents, great-aunts and great-uncles, aunts and uncles, cousins, grandnieces, and grandnephews.

We prefer this definition of using majority control and sociological coherence to definitions in the literature, which mostly use either control thresholds lower than 50%, sociological thresholds looser than blood or marriage, or governance positions held rather than ownership. For instance, a family firm in Maury (2006) is one where the largest owner has at least 10% of the equity and is either a true family, all the firm’s personal owners regardless of the relationship between them, or a private firm. This definition classifies too many firms as family firms from both a control perspective and a sociological perspective.

Other definitions reflect only whether the family holds governance positions, regardless of whether the family is an owner (Anderson and Reeb, 2003; Villalonga and Amit, 2006; Bennedsen et al., 2007). Such definitions ignore ownership altogether, instead using participation in governance as the only threshold.

We think a family firm definition should reflect the family’s option to take governance positions, but not whether this option has actually been exercised. Hence, what matters is majority ownership, because it produces the option to govern. This option will presumably be exercised whenever the family finds it optimal to do so. A firm that is majority-owned by a family holding neither a board seat nor the CEO position will not be a family firm if the definition uses only governance positions. Conversely, the firm will be classified as a family firm if the family owns
nothing, but does hold a board seat. In contrast, our definition classifies the first firm as a family firm regardless of the family’s participation in governance, but not the latter firm, despite the family’s participation. What matters is the right to participate, not actual participation. That right is produced by ownership.

7.2.2 SOURCES OF UNIQUENESS

Family firms are special because the controlling owner is a group of people who are more tightly related sociologically than are other controlling owners. These properties are captured by our definition in section 7.2.1. The important and interesting implication for the economist is that the firm’s behavior may reflect the joint maximization of family goals and business goals, which may not be identical. This situation may make characteristics of the owner unusually important for the behavior of the firm. That is, the governance of the firm may depend on the governance of the family controlling the firm (Bennedsen, Perez-Gonzalez, and Wolfenzon, 2010). Three characteristics seem particularly important.

First, demographic characteristics may matter, such as the number, age, and talent of the family members, the family’s location, the presence of the founder in the firm’s governance, the distribution of ownership within the family, as well as the size, illiquidity, and risk of the family’s wealth. For instance, larger families will have a larger pool of family members to select qualified candidates from. Families with illiquid wealth may prioritize dividends before investments. Families with undiversified wealth and income may make the firm behave more conservatively. The family may also make the firm diversify in order to reduce the risk of the overall family portfolio.

Second, family owners may be special because they have information benefits. Family members know each other particularly well after having interacted more or less intensively all their lives. Accordingly, the information asymmetry within the group of controlling owners is unusually small, making it easier to find their best representatives as officers and directors.

The family is also often close to the firm’s operations. For instance, the family holds both the chair and CEO positions in 79% of Norwegian family firms (Bøhren et al., 2018). This means the owner is unusually well informed about the firm’s future performance. The resulting low information asymmetry between the firm and the controlling owner reduces the family firm’s cost of capital (Leland and Pyle, 1977; Anderson, Mansi, and Reeb, 2003).

Third, family firms may be special due to private benefits, which accrue to the controlling family only (Jensen and Meckling, 1976). Examples of private bene-
fits are when a firm with the family’s name has high reputation in society (social prestige), when a family-controlled newspaper influences common opinion (political impact), when the firm employs family members with lower skills than outside candidates have (nepotism), and when family members trade with the firm at below-market prices (tunneling).\footnote{These examples illustrate that private benefits may or may not be costly for the minority owners. The first two examples may not produce negative consequences for them, while the third and fourth do. Thus, private benefits increase the family’s utility of controlling the firm, while the effect on the other owners is neutral or negative.}

Just like demographics and information advantages, private benefits may influence the firm’s behavior. A feeling of pride for the family firm’s name, and loyalty to the founders, may make the firm’s survival particularly important to the controlling family. This concern for survival may make the family firm more long-termist and more patient than other firms in its investment, financing, and employment decisions (Sraer and Thesmar, 2007). Concerns for survival may also make the family firm adopt less aggressive growth strategies and choose industries and products with less risk (Almeida and Wolfenson, 2006).

### 7.2.3 Reasons for Low Attention

The existing research on corporate governance (Hermalin and Weisbach, 2017) and corporate finance (Eckbo, 2007) is heavily biased toward firms that are public (listed on a stock exchange and widely held) rather than private (not listed and closely held). Because almost every family firm is private, the lack of research on private firms carries over to family firms.

There are at least three reasons why economists have paid limited attention to private firms in general and to family firms in particular. First, public firms may look more attractive because the quality of the firm’s behavior may be measured by the observable market value and not just by the book (accounting) value, which is normally the only option in private firms. Thus, performance is harder to measure when the firm is private.

Second, regulation puts stronger requirements on the external communication of public firms than of private firms. Public firms must regularly publish standardized, audited accounting statements that data vendors make easily accessible to investors, analysts, and researchers worldwide. Reliable accounting data for private firms are harder to obtain in most countries. Correspondingly, governance data for public firms are easily accessible, but not for private firms. Moreover, even if governance data had been available, family firms cannot be identified and analyzed reliably...
This task requires census data for larger samples, which are not publicly available.

Finally, economists tend to consider the family firm an anachronism (Bennedsen, Perez-Gonzalez, and Wolfenzon, 2010). The reason may be a lack of recognition of the fact that family firms continue to play a strong economic role around the world (Franks, Mayer, and Rossi, 2009; Mehrotra et al., 2013). This prevalence of the family firm, despite lower frictions in capital and labor markets, may jointly refute the idea that the family firm is a viable organizational form only in underdeveloped markets (Khanna and Yafeh, 2007). Moreover, most governance researchers may simply have overlooked the family firm because the ruling paradigm concerns the widely held firm, and the resulting separation between weak owners and strong managers (Berle and Means, 1932; Roe, 1994; Hermelin and Weisbach, 2017).

Unfortunately, existing findings from public firms may not apply to family firms. We will establish that family firms face different environments and have different governance. For instance, family firms are almost always private and cannot finance themselves in active equity markets. This means their shares can be traded only at high transaction costs, and that their minority shareholders enjoy less regulatory protection than in public firms. Our data show that family firms have unusually concentrated ownership, small boards, and many owners in CEO and chair positions. Theory suggests that such characteristics matter for the firm’s investments, capital structure, dividend policy, growth, and risk management. This behavior may in turn influence performance, such as the return on capital invested. The literature has just started addressing the relationship between performance and the sources of family firm uniqueness. The only exception is the small subsample of public family firms, which may differ strongly from their private counterparts.

### 7.3 Data, Groups, and Macro-economic Significance

Our database captures the entire population of Norwegian firms with limited liability (AS and ASA) during the period 2000–2015. Many private firms are organized in corporate groups with parents and subsidiaries. We report a firm separately if it has no majority parent, reporting one observation for a set of firms organized as a corporate group by consolidating the firms’ activities. We find that groups controlled by families are up to eight levels deep and may contain almost 100 subsidiaries. Experian (www.experian.no) provides the accounting, ownership, and board data, the census data on family relationships are from the National Registry (folke-
registeret) (www.skatteetaten.no/en/person/national-registry), and the Centre for Corporate Governance Research (www.bi.edu/ccgr) organizes these two data sets as one integrated database. Tax return data on shareholder wealth and income are from Statistics Norway (www.ssb.no/en) and the Norwegian Tax Administration (Skattedirektoratet) (www.skatteetaten.no). The average sample contains about 86,000 family firms and nonfamily firms per year. The detailed construction of the sample is described in chapter 4 in Berzins, Bøhren, and Stacescu (2018b).

Panel A: Percentage of firms, employment, sales, and assets

Panel B: Percentage of family firms across industries

FIGURE 7.1. The macro-economic significance of family firms in 2015
This figure shows the prevalence of family firms in the Norwegian economy. A family firm is majority-owned by individuals related by blood or marriage up to the fourth degree of kinship. Nonfamily firms are all other firms. The sample is all Norwegian firms with limited liability by year-end 2015.
Figure 7.1 shows how family firms contribute to economic activity in the Norwegian economy in 2015. According to panel A, 70% of all firms are family firms, and they account for 39% of aggregate employment, 27% of aggregate sales, and 17% of all assets. Panel B shows that family firms are more common in certain industries. The fraction of family firms varies between 79% and 37%. For instance, 69% of the firms are family-controlled in retail and wholesale, which also has the largest number of family firms in the economy (22,780 firms; not shown in Figure 7.1). Only 53% are family firms in mining and oil, which also has few family firms (432 firms; not shown in Figure 7.1).

These numbers document that the family firm is by far the most common way of organizing an economic enterprise. Because the share of firms exceeds the share of employment, sales, and assets, family firms tend to be smaller and more labor intensive than nonfamily firms. Family firms also seem to gravitate toward industries that use more labor and less assets. These findings may suggest that, compared to nonfamily owners, family owners are more constrained by limited funds, more reluctant to grow even if they could, more often choose industries with lower capital requirements, and more often specialize in managing labor. We address these questions using corporate finance data in section 7.5.

7.4 CORPORATE GOVERNANCE

Corporate governance concerns the relationship between owners, directors, and officers (Shleifer and Vishny, 1997). We count the family as one owner by adding each family member’s equity stake in the firm into the family’s stake. To capture differences across subgroups of family firms, we show the results separately for all family firms, for sole entrepreneurship versus classic firms, and for large versus medium and small firms.

We define sole entrepreneurship as firms less than ten years old and controlled by one person. The idea is to isolate the case where one individual in the family rather than several start the firm. Sole entrepreneurship may have less family firm flavor than other family firms, which we call classic. We define a large firm as having at least 10 employees and sales above NOK 10 million at 2015 purchasing power on average over the sample period. Groups are reported as one observation, and we carefully measure governance and finance characteristics at the appropriate level in the group.

---

3. According to this definition, only one family member can own shares in an entrepreneurship.
We analyze sample characteristics of the ownership structure in section 7.4.1, the board in section 7.4.2, and the CEO in section 7.4.3. While we consider all family firms as one sample in sections 7.4.1–7.4.3, we compare subsamples of family firms in section 7.4.4.

7.4.1 THE OWNERSHIP STRUCTURE

Our database includes all firms in the Norwegian economy. Therefore, we can measure ultimate ownership, which is the owner’s direct equity stake plus the indirect stake owned through corporate intermediaries. Accounting for indirect ownership is particularly important in our sample period, as the number of holding companies more than tripled in 2005, when increased dividend taxation for persons discouraged the use of direct ownership (Berzins, Bøhren, and Stacescu, 2018a). Similarly, ship-owners reorganized their corporate groups in order to adapt to the new tax regime for ship-owning firms in 2007.

Panel A of Table 7.1 shows properties of the ownership structure in 2015. The most common concentration measure is the largest equity stake, which exceeds 50% in all family firms by definition. Counting the family as one owner, the average largest owner holds 50% in nonfamily firms and 95% in family firms. Thus, while the average largest owner in both firm types has simple majority (1/2), the largest owner in family firms has supermajority (2/3) by a wide margin. To illustrate, while the largest average owner can single-handedly elect the board in both firm types, that owner can also amend the charter in family firms. In fact, the controlling family can even buy out the minority owners, which requires a 90% stake (Bøhren and Krosvik, 2013).
### TABLE 7.1 Corporate governance characteristics of Norwegian firms in 2015

<table>
<thead>
<tr>
<th></th>
<th>All firms</th>
<th>Non-family firms</th>
<th>Family firms</th>
<th>Sole entrepreneurs</th>
<th>Large</th>
<th>Medium &amp; small</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Largest owner</td>
<td>83%</td>
<td>50%</td>
<td>95%</td>
<td>94%</td>
<td>96%</td>
<td>90%</td>
</tr>
<tr>
<td>Number of owners</td>
<td>3.05</td>
<td>5.74</td>
<td>1.87</td>
<td>2.42</td>
<td>1.28</td>
<td>3.22</td>
</tr>
<tr>
<td>Second largest owner</td>
<td>15%</td>
<td>24%</td>
<td>11%</td>
<td>18%</td>
<td>3%</td>
<td>16%</td>
</tr>
<tr>
<td>Inside owners</td>
<td>88%</td>
<td>67%</td>
<td>94%</td>
<td>91%</td>
<td>97%</td>
<td>85%</td>
</tr>
<tr>
<td>Percent single-owner firms</td>
<td>63%</td>
<td>14%</td>
<td>81%</td>
<td>75%</td>
<td>88%</td>
<td>65%</td>
</tr>
<tr>
<td><strong>Panel B: Board</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family is on the board</td>
<td>99%</td>
<td>99%</td>
<td>98%</td>
<td>98%</td>
<td>98%</td>
<td>99%</td>
</tr>
<tr>
<td>Family's share of seats</td>
<td>91%</td>
<td>91%</td>
<td>90%</td>
<td>86%</td>
<td>91%</td>
<td></td>
</tr>
<tr>
<td>Family has board majority</td>
<td>85%</td>
<td>87%</td>
<td>84%</td>
<td>77%</td>
<td>87%</td>
<td></td>
</tr>
<tr>
<td>Family has all seats</td>
<td>81%</td>
<td>80%</td>
<td>83%</td>
<td>67%</td>
<td>83%</td>
<td></td>
</tr>
<tr>
<td>Family has chair</td>
<td>80%</td>
<td>89%</td>
<td>70%</td>
<td>80%</td>
<td>81%</td>
<td></td>
</tr>
<tr>
<td>Director ownership</td>
<td>79%</td>
<td>66%</td>
<td>83%</td>
<td>88%</td>
<td>76%</td>
<td>82%</td>
</tr>
<tr>
<td>Chair ownership</td>
<td>58%</td>
<td>26%</td>
<td>66%</td>
<td>63%</td>
<td>68%</td>
<td>58%</td>
</tr>
<tr>
<td>Minority owner has board seat</td>
<td>8%</td>
<td>9%</td>
<td>6%</td>
<td>11%</td>
<td>7%</td>
<td></td>
</tr>
<tr>
<td>Board size</td>
<td>2.08</td>
<td>2.98</td>
<td>1.64</td>
<td>1.84</td>
<td>1.37</td>
<td>2.11</td>
</tr>
<tr>
<td>Director turnover</td>
<td>3%</td>
<td>7%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>3%</td>
</tr>
<tr>
<td>Proportion female directors</td>
<td>21%</td>
<td>19%</td>
<td>22%</td>
<td>22%</td>
<td>22%</td>
<td>17%</td>
</tr>
<tr>
<td>Proportion female directors in 2000</td>
<td>16%</td>
<td>12%</td>
<td>17%</td>
<td>19%</td>
<td>15%</td>
<td>13%</td>
</tr>
<tr>
<td>Age female directors</td>
<td>49.9</td>
<td>49.2</td>
<td>50.3</td>
<td>51.7</td>
<td>46.1</td>
<td>51.6</td>
</tr>
<tr>
<td>Age male directors</td>
<td>52.6</td>
<td>51.6</td>
<td>53.1</td>
<td>55.3</td>
<td>48.3</td>
<td>54.5</td>
</tr>
<tr>
<td>Standard deviation director age</td>
<td>8.2</td>
<td>7.2</td>
<td>9.3</td>
<td>9.8</td>
<td>7.8</td>
<td>10.1</td>
</tr>
<tr>
<td>Standard deviation director gender</td>
<td>33%</td>
<td>29%</td>
<td>35%</td>
<td>33%</td>
<td>37%</td>
<td>29%</td>
</tr>
<tr>
<td><strong>Panel C: CEO</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family has CEO</td>
<td>83%</td>
<td>82%</td>
<td>85%</td>
<td>73%</td>
<td>85%</td>
<td></td>
</tr>
<tr>
<td>Family has CEO and chair</td>
<td>65%</td>
<td>74%</td>
<td>61%</td>
<td>58%</td>
<td>67%</td>
<td></td>
</tr>
<tr>
<td>CEO ownership</td>
<td>73%</td>
<td>37%</td>
<td>83%</td>
<td>72%</td>
<td>96%</td>
<td>68%</td>
</tr>
<tr>
<td>CEO has majority</td>
<td>64%</td>
<td>0%</td>
<td>81%</td>
<td>66%</td>
<td>98%</td>
<td>64%</td>
</tr>
<tr>
<td>Proportion female CEOs</td>
<td>19%</td>
<td>18%</td>
<td>19%</td>
<td>18%</td>
<td>20%</td>
<td>10%</td>
</tr>
<tr>
<td>Proportion female CEOs in 2000</td>
<td>14%</td>
<td>12%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>7%</td>
</tr>
<tr>
<td>Age female CEOs</td>
<td>46.9</td>
<td>45.7</td>
<td>47.3</td>
<td>49.9</td>
<td>44.1</td>
<td>50.1</td>
</tr>
<tr>
<td>Age male CEOs</td>
<td>50.0</td>
<td>48.6</td>
<td>50.6</td>
<td>53.9</td>
<td>45.9</td>
<td>52.1</td>
</tr>
<tr>
<td>Number of firms</td>
<td>115,259</td>
<td>35,077</td>
<td>80,182</td>
<td>32,281</td>
<td>32,422</td>
<td>9,560</td>
</tr>
</tbody>
</table>
This table shows ownership, board, and CEO characteristics of all Norwegian firms with limited liability in 2015. All figures are mean values. A family firm is majority-owned by individuals related by blood or marriage up to the fourth degree of kinship, while nonfamily firms are all other firms. A sole entrepreneurship is less than ten years old and is controlled by one person, while classic firms are the remaining family firms. A large firm has average sales above NOK 10 million and at least 10 employees, while the remaining family firms are medium and small. Single-owner firms have just one owner, which may be a family with several individual owners. Ownership is measured as the sum of the shareholder’s direct and indirect equity holdings in the firm. “Inside owners” is the equity fraction held by the firm’s officers and directors as a group. Business groups represent one observation each.

Although both firm types in our sample have few owners on average, there are still considerably fewer owners in family firms than in nonfamily firms (1.87 vs. 5.74, respectively). The average stake of the second largest owner is smaller, being 11% in family firms and 24% in nonfamily firms. Moreover, while 81% of the family firms have no other owners than the family, such single-owner firms constitute only 14% of the nonfamily firms. Finally, officers and directors, who are what we call the firm’s insiders, own 67% in nonfamily firms and 94% in family firms.

The figures in panel A reflect two properties of the family firm’s ownership structure with important implications for governance (Edmans and Holderness, 2017): Ownership concentration is very high, and insider ownership is also very high. These two properties speak directly to what the literature calls the first and the second agency problem, respectively (Villalonga and Amit, 2006). The first agency problem concerns conflicts of interest between the firm’s owners and insiders (Shleifer and Vishny, 1997). This alignment problem is less serious when insiders have incentives to act as the owners would have done themselves (Demsetz and Lehn, 1985). That automatically happens when the insiders are in fact large owners, as in our case. Therefore, the first agency problem is mostly negligible.

The second agency problem is potentially serious when ownership is concentrated (La Porta et al., 2000). This situation may tempt the controlling family to make decisions that benefit themselves at the other owners’ expense. However, this problem is smaller the more the controlling stake exceeds the minimum level of 50%. For instance, a family owning 51% pays only 51% of the loss they cause the firm that underprices goods to the family. The remaining 49% must be paid by the minority. In contrast, a family owning 99% pays 99% of the loss, while the minority pays only 1%. Panel A shows that the average family is rather close to the latter scenario of holding a very high control stake. Moreover, there is no second agency problem whatsoever in 82% of the family firms, because they have no minority owners.

We conclude that, compared to other firms, the ownership structure of family firms makes them less exposed to conflicts of interest both between owners, officers, and directors, and also less exposed to conflicts between large and small owners.
7.4.2 THE BOARD

Panel B of Table 7.1 shows board characteristics. The controlling family is on the board in 99% of the family firms, holds at least half the seats in 85%, every seat in 81%, and the chair in 80%. The directors own more equity in family firms than in nonfamily firms (83% vs. 66%). The tendency is even stronger for the chair (66% vs. 26%).

This situation means that, just like the shareholder meeting in panel A, the board meeting is totally dominated by the controlling family. In fact, the family’s average fractions of share capital and of board seats are quite close, being 95% and 91%, respectively. Thus, once more, we find that the first agency problem is minuscule in family firms. However, the composition of the board does not mitigate the potential second agency problem. Although minority owners hold a higher fraction of seats than of shares (9% vs. 5%), their formal power is mostly nil because the board always decides by simple majority.

Family firms tend to have smaller boards than nonfamily firms (1.64 vs. 2.98 seats) and directors with longer tenure (2% vs. 7% likelihood of at least one director being replaced in a given year). Female directors are more common in family firms (22% vs. 19% of the seats), and more common than fifteen years earlier in both firm types. The average female director is about two and a half years younger than males in both firm types. Finally, diversity as measured by the standard deviation of director age and of gender both suggest that family firms have the more heterogeneous board.

Taken together, these figures reflect that the family is very much present on the family firm’s board. This active involvement reduces the separation between ownership and control, which is positive from a corporate governance perspective. The potential problem is conflicts with minority owners, who seldom have formal power in the boardroom.

7.4.3 THE CEO

Panel C shows that the family’s dominance in shareholder meetings and boardrooms carries over to the CEO position. For instance, the family holds the position of CEO in 83% of the firms, and both the chair and CEO positions in 65%. Again, the first agency problem is practically nonexistent, while there is no obvious mitigation of the second.

---

4. Because our data cannot tell how nonfamily directors are related to the owners, the table has no entries for seat identity in nonfamily firms.

5. Norwegian boards are very small by international standards. For instance, the average size of 6.2 including employee directors in public firms is among the smallest boards in the world (Bøhren and Strom, 2010).
The proportion of female CEOs is close to 20% in both firm types, increasing by about five percentage points over the sample period. Both male and female CEOs are on average about two years older in family firms than in nonfamily firms.

7.4.4 TYPES OF FAMILY FIRMS

We next compare governance characteristics across different types of family firms. The figures in the four rightmost columns of Table 7.1 show that the sole entrepreneurship and the large family firm differ more from the average family firm than do classic or middle-sized and small family firms. Because sole entrepreneurship and large family firms are also the ones that differ the most from each other, we compare these two family firm types in the following.

Regarding ownership, the ownership concentration and the insider holdings are both highest in sole entrepreneurship, and lowest in large firms. As for the board, family domination is strongest—and size smallest—in sole entrepreneurship, while the opposite is true for large firms. Both types use external chairs more often than other family firms do. The CEO in sole entrepreneurship is more often a controlling owner, while large firms are at the opposite end. Sole entrepreneurship use female CEOs more often than do large firms. They also have the youngest directors and CEOs regardless of gender, while large firms have the oldest.

Summarizing section 7.4, we find that the conflict potential between owners, directors, and officers is very small in family firms due to their ownership structure, board composition, and the CEO’s background. Conflicts between the family and minority owners are also mitigated by the ownership structure, but not by the background of officers and directors. This conclusion holds across different types of family firms, although sole entrepreneurship and large firms have governance that resembles the widely held public firm the least and the most, respectively. The very strong family dominance in board and CEO positions may create settings where the beneficial effects of family control are offset by the negative effect of recruiting officers and directors from a pool of talent that is too limited.

7.5 CORPORATE FINANCE

In this section, we briefly describe micro-economic characteristics of the family firm in 2015 as summarized in Table 7.2. Like in section 7.4, we first compare all

---

6. This situation differs widely from the widely held public firm, where large owners are mostly much smaller, owners are much less present on the board, and the CEO is very rarely a large owner.
family firms as a group to nonfamily firms in sections 7.5.1–7.5.3, comparing different types of family firms to each other in section 7.5.4.

**TABLE 7.2 Corporate finance characteristics of Norwegian firms in 2015**

<table>
<thead>
<tr>
<th></th>
<th>Family firms</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Non-family firms</td>
<td>All</td>
<td>Sole entrepreneurships</td>
<td>Classic</td>
</tr>
<tr>
<td>Panel A: Size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Means</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales (million NOK)</td>
<td>53.1</td>
<td>128.0</td>
<td>20.3</td>
<td>9.2</td>
<td>29.6</td>
</tr>
<tr>
<td>Assets (million NOK)</td>
<td>124.1</td>
<td>339.6</td>
<td>29.8</td>
<td>5.3</td>
<td>38.1</td>
</tr>
<tr>
<td>Employees</td>
<td>19.3</td>
<td>38.2</td>
<td>11.1</td>
<td>6.0</td>
<td>15.4</td>
</tr>
<tr>
<td><strong>Medians</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales (million NOK)</td>
<td>3.3</td>
<td>5.6</td>
<td>2.7</td>
<td>1.8</td>
<td>4.0</td>
</tr>
<tr>
<td>Assets (million NOK)</td>
<td>2.2</td>
<td>3.4</td>
<td>1.9</td>
<td>0.9</td>
<td>3.4</td>
</tr>
<tr>
<td>Employees</td>
<td>4.0</td>
<td>6.0</td>
<td>3.0</td>
<td>2.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Panel B: Factor intensity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Means</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assets per employee (million NOK)</td>
<td>4.53</td>
<td>7.84</td>
<td>3.08</td>
<td>1.38</td>
<td>4.17</td>
</tr>
<tr>
<td>Sales per employee (million NOK)</td>
<td>1.98</td>
<td>2.89</td>
<td>1.58</td>
<td>1.26</td>
<td>1.83</td>
</tr>
<tr>
<td>Sales to assets</td>
<td>2.78</td>
<td>3.24</td>
<td>2.58</td>
<td>3.20</td>
<td>2.09</td>
</tr>
<tr>
<td>Panel C: Financing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Means</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Debt to assets</td>
<td>0.75</td>
<td>0.79</td>
<td>0.73</td>
<td>0.80</td>
<td>0.67</td>
</tr>
<tr>
<td>Short- to long-term debt</td>
<td>4.32</td>
<td>4.94</td>
<td>4.04</td>
<td>4.01</td>
<td>3.93</td>
</tr>
<tr>
<td>Cash to assets</td>
<td>0.31</td>
<td>0.30</td>
<td>0.32</td>
<td>0.36</td>
<td>0.27</td>
</tr>
<tr>
<td>Payout ratio</td>
<td>18.8%</td>
<td>19.7%</td>
<td>18.4%</td>
<td>14.9%</td>
<td>20.8%</td>
</tr>
<tr>
<td>Payout ratio for payers</td>
<td>80.0%</td>
<td>82.4%</td>
<td>78.9%</td>
<td>79.9%</td>
<td>77.7%</td>
</tr>
<tr>
<td>Proportion of payers</td>
<td>16.8%</td>
<td>16.0%</td>
<td>17.1%</td>
<td>13.0%</td>
<td>20.3%</td>
</tr>
<tr>
<td>Panel D: Growth, risk, and profitability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Means</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales</td>
<td>6.0%</td>
<td>6.5%</td>
<td>5.7%</td>
<td>10.4%</td>
<td>3.5%</td>
</tr>
<tr>
<td>Assets</td>
<td>4.9%</td>
<td>3.6%</td>
<td>5.4%</td>
<td>10.2%</td>
<td>3.1%</td>
</tr>
<tr>
<td>Risk</td>
<td>0.26</td>
<td>0.25</td>
<td>0.27</td>
<td>0.27</td>
<td>0.26</td>
</tr>
<tr>
<td>Return on assets (ROA)</td>
<td>3.6%</td>
<td>0.6%</td>
<td>5.0%</td>
<td>4.3%</td>
<td>5.7%</td>
</tr>
<tr>
<td>Number of firms</td>
<td>115,259</td>
<td>35,077</td>
<td>80,182</td>
<td>32,281</td>
<td>32,422</td>
</tr>
</tbody>
</table>
This table shows behavioral characteristics of all Norwegian firms with limited liability in 2015. A family firm is majority-owned by individuals related by blood or marriage up to the fourth degree of kinship, while nonfamily firms are all other firms. A sole entrepreneurship is less than ten years old and is controlled by one person, while classic firms are the remaining family firms. A large firm has average sales above NOK 10 million and at least 10 employees, while the remaining family firms are medium and small. “Payout ratio” is dividends divided by earnings, while “Risk” is the standard deviation of sales divided by average sales in 2013–2015. Every ratio in panel C except “Fraction payers” is winsorized at the top 2.5% of the distribution. In panel D, the first two ratios are winsorized at the top 5%, while ROA is winsorized at the bottom and top 2.5% of the distribution. Business groups represent one observation each.

### 7.5.1 FIRM SIZE AND FACTOR INTENSITY

We measure size in panel A by sales, assets, and employees, reporting both means and medians. The numbers show at the firm level what panel A of Figure 7.1 shows in the aggregate, i.e., that family firms tend to be smaller than nonfamily firms. The average family firm is about one-tenth the average nonfamily firm according to sales or assets, and about one third according to employment.

However, mean values for nonfamily firms in particular are heavily influenced by some very large firms. This effect is evident when we compare the medians, which is the observation at the center of the distribution (half the firms are above the median and half the firms are below): All three size measures suggest that the typical firm is much smaller than what the means suggest. Moreover, the typical family firm is about half the size of the typical nonfamily firm. Specifically, the median family firm employs three people and sells for NOK 2.7 million, while the median nonfamily firm employs six people and sells for NOK 5.6 million. The corresponding figures for assets are NOK 1.9 million and NOK 3.4 million, respectively.

The skewness toward low size can be further illustrated by considering the shape of the distribution in more detail. For instance, half the family firms have sales between NOK 1 million and NOK 8 million, while one-tenth has sales above NOK 28 million.

The factor intensities in panel B confirm the impression that family firms are less capital intensive than nonfamily firms are. For instance, the average family firm has assets of NOK 3.08 million per employee, while the average nonfamily firm has NOK 7.84 million.

### 7.5.2 FINANCING

Panel C shows that the family firm is on average somewhat less debt-financed than nonfamily firms, as the debt to asset ratios are 0.73 and 0.79, respectively. Moreover, family firms tend to have less debt with short maturity, the ratio of
short-term to long-term debt being 4.04 and 4.94, respectively. As the average ratio of cash to assets is practically equal in the two firm types (about 0.30), family firms tend to have the higher working capital.

The standard measure of payout from the firm to its owners is the payout ratio, which we calculate as dividends divided by earnings. The figures suggest that the dividend policy is very similar in the two firm types. About 17% of the firms pay dividends, about 19% of the earnings are paid out if we also include the firms that do not pay, while 80% of the earnings are paid by the subsample of firms that do pay.7

7.5.3 GROWTH, RISK, AND PROFITABILITY

The average annual growth rate in sales and assets is shown in panel D. Family firms grow less than nonfamily firms do as measured by sales (5.7% vs. 6.5%), while they grow more as measured by assets (5.4% vs. 3.6%).

We measure risk by the coefficient of variation for sales, which is the standard deviation of sales divided by average sales. Using the past three years as the measurement period, we find that family firms and nonfamily firms have very similar risk on average, the coefficient of variation being 0.27 in family firms and 0.25 in nonfamily firms, respectively.

Finally, we measure profitability by return on assets (ROA), which is operating earnings after tax but before interest plus interest divided by total assets. Family firms outperform nonfamily firms by a large margin, the average ROA being 5.0% and 0.6%, respectively. If we compare the medians rather than the means, and use the entire sample period 2000–2015 rather than just 2015, the ROA is 1.8 percentage points higher in family firms than in nonfamily firms.

This ROA difference, which may be called the family firm premium, resembles the level reported for public family firms internationally (Amit and Villalonga, 2014). A comprehensive analysis is required to understand this premium. This analysis will start from the fact that the premium in Table 7.2 ignores any firm characteristic other than firm type (family vs. nonfamily). The premium also ignores any variation in ROA across firms within a firm type, using only the average. There may be at least four explanations of the premium that are not mutually exclusive.

---

7. The dividend tax increase in 2005 had a very strong effect on dividend policy in both family firms and nonfamily firms. The average payout ratio dropped from about 80% to about 15%, and the fraction of dividend payers dropped from about 50% to 15%. These numbers have increased somewhat during the last five years.
First, family firms and nonfamily firms may have different accounting practices. For instance, family firms may be more conservative in valuing their physical assets, and may less often account for intangible assets. Second, because Figure 7.1 shows that family firms are unevenly distributed across industries, the premium may be due to differences in industry returns. Third, the premium may be due to corporate finance characteristics discussed in this section, such as the firm’s size, growth, financing, and risk. Fourth, the explanation may be corporate governance and the unique properties of family ownership we discussed in section 7.4 and quantified in Table 7.1. Our ongoing project addresses these various explanations in order to understand better why family firms behave and perform differently from nonfamily firms (Berzins, Bøhren, and Stacescu, 2018).

7.5.4 DIFFERENT FAMILY FIRMS

Like Table 7.1 on corporate governance, Table 7.2 on corporate finance shows that the atypical firms among the family firms are the sole entrepreneurship and the large firms. Sole entrepreneurships have unusually high labor intensity, high debt, and low dividends, while large firms are at the opposite end. Large firms take less risk, while both firm types have the highest growth and profitability among the family firms.

Summarizing section 7.5, the frequency distribution of size for the population of all firms is heavily skewed toward low size. The median family firm is half the size of the median nonfamily firm, and family firms are more labor intensive than nonfamily firms are. The average family firm has lower financial leverage and higher working capital, while the dividend policy is very similar in the two firm types. Family firms have higher average asset growth, but lower sales growth. Average risk is practically independent of firm type, while the average family firm outperforms the average nonfamily firm. As for corporate governance, the sole entrepreneurship and the large firm are the outliers among the family firms in corporate finance as well. One common property is high average growth and profitability.

7.6 SUMMARY AND CONCLUSION

Surprisingly little is known internationally about the family firm as an economic entity. This situation is worrying when considering a main finding we report in this chapter. Using novel data over sixteen years from the population of Norwegian firms and their owners, we find that the family firm is the dominating organiza-
tional form in the economy, and that family firms behave and perform differently from other firms. Family firms represent 70% of all firms, employ four-tenths the labor, generate one-quarter of the sales, and own about one-sixth of the assets.

We define a family firm as being majority-owned by individuals related by blood or marriage. Family firms are special because the controlling owner is a group of people who, sociologically, are unusually tightly related. This means the governance of the family firm may depend on the governance of the family as reflected in its demographics, information advantages, and private benefits. The family’s incentives to ensure firm survival may make the family firm more long-termist, risk averse, and patient in its decision making than other firms.

We find that the potential conflict of interest between owners, directors, and officers is very small in most family firms due to their ownership structure, board composition, and CEO background. Conflicts between family and nonfamily owners are also mitigated by the ownership structure, but not by the background of officers and directors. This is true across different types of family firms, although we find that sole entrepreneurship and large family firms have the governance that resembles the widely held public firm the least and the most, respectively. The very strong family dominance in shareholder meetings, boardrooms, and CEO positions may create settings where the beneficial effects of family involvement are offset by the negative effect of recruiting governance resources from too limited a talent pool.

The typical family firm is half the size of the typical nonfamily firm, and both firm types consist of much more small firms than large. Family firms are more labor intensive, have lower leverage and higher working capital, while the dividend policy is very similar. Family firms have higher asset growth, but lower sales growth, while the risk is practically identical. Family firms outperform nonfamily firms on average as measured by returns to assets. The sole entrepreneurship and the large firm are atypical among the family firms regarding both behavior and performance.

These findings reflect a first, rough attempt at answering important questions using new and complicated data. As far as we are aware, no existing study has used population data to explore such a wide range of economic characteristics for family firms. This setting implies that our findings should be used with caution. We think a fruitful way forward is to use our results to ask deeper questions and design more careful analyses. A top priority is to explore where the performance premium for family firms comes from. One explanation is that the premium is simply due to different accounting practices in family firms than in nonfamily firms. A second explanation is our finding that family firms are overrepresented
in certain industries. The premium may also be due to the fact that we have only considered averages and ignored the differences in behavior and performance across individual firms. Finally, the premium may be due to our finding that the family firm’s governance has unique properties rooted in the ownership structure and the controlling family. Our ongoing project addresses these explanations in order to understand better why family firms are different.
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Chapter 8
Legal challenges of state ownership

TORE BRÅTHEN

ABSTRACT The State is not like any other owner. No other owner both owns firms and legislates. Notwithstanding great improvements in corporate governance and the Norwegian Parliament’s white papers over the years, substantial legal issues still remain unclear. Role overlap, financial liability, exercise of control over firm’s board, management, actions, and structure still remain unresolved.
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*All translations are by the author.

8.1 THE DIFFERENT ROLES OF THE STATE

As a significant shareholder in six of the largest companies on Oslo Stock Exchange, the Norwegian state has the same rights and obligations as other shareholders in similar positions. However, there are several differences between the State and other shareholders in listed companies. The State’s primary responsibilities are policy development, legislation and supervision. However, the State’s extensive financial resources represent considerable market power, and the State as a whole is Norway’s largest supplier and purchaser of goods and services. The State thus plays a whole range of different roles in addition to that of owner.

Since the late 1990s in particular, there has been a strong focus on potential challenges linked to unclear delineation of the State’s ownership and other

1. The companies are DNB ASA, Kongsberg Gruppen ASA, Norsk Hydro ASA, Equinor ASA, Telenor ASA, and Yara International ASA.

roles. These challenges have been addressed by means of legal and organisational measures.

A guiding principle has been that performance of the State’s various roles should, wherever possible, be undertaken by bodies with high specialist expertise, and that the role of owner should thus be separated from the official bodies that formulate sectoral policy or are responsible for regulatory supervision of the area. Accordingly, ownership of companies with no sectoral policy responsibility has been gathered under the Ministry of Trade and Industry since the early 2000s. The “Ownership Department” was made a separate entity in 2001. It concentrates exclusively on ownership issues, although a number of other ministries also have some ownership responsibilities. For example, the State’s stake in Equinor ASA is administered by the Ministry of Petroleum and Energy. Even so, the Ownership Department plays a coordinating role. An important consideration underpinning this organisational structure was the desire to separate constitutional responsibility for performance of the ownership role from corresponding responsibility for official and supervisory functions. This approach counters the potential conflicts of interest that may arise from the State’s different roles, and facilitates improvement of the public sector’s expertise in the area of active ownership.

Potential undesirable features of this combination of roles can also be ameliorated through transparent exercise of ownership in accordance with established active ownership principles. One related measure is the government’s classification of state ownership into four categories based on the State’s reasons and objectives for direct state ownership. Category 1 contains companies for which the State has only commercial ownership objectives. With one exception, none of the companies in this category are listed. Category 2 includes companies for which

---

3. The origins of more recent legal regulation of state ownership can be traced to Official Norwegian Report NOU 1989:5 En bedre organisert stat [“On better organisation of the state”] (the “Hermansen Commission”). This report was followed by, among others, NOU 1991:8 Om lov om statsforetak [“On the State-Owned Enterprises Act”], NOU 2003:34 Mellom stat og marked [“On independent organisational forms in the state sector”] and NOU 2004:7 Statens forretningsmessige eierskap [“On the state’s commercial ownership activities”].

4. The ministry has been called “Nærings- og fiskeridepartementet” [the “Ministry of Trade, Industry and Fisheries”] since 2013. See further sections 4.1 and 5.2 of St.meld. nr. 22 (2001–2002). Regarding the ministry’s internal organisational structure, see NOU 2004:7, pages 53–54.


7. See Lie, Myklebust and Norvik, Staten som kapitalist [The state as a capitalist] (2014), page 17.

8. Regarding this classification, see Meld. St. 27 (2013–2014), pages 55–56, see also page 2 of the State Ownership Report.

9. The exception is Entra ASA.
the State has commercial ownership objectives and the aim of ensuring that the company’s headquarters and related functions remain in Norway. Category 3 is defined as companies for which there are commercial objectives and other specifically defined aims, but where state ownership is based on societal considerations other than ensuring that the headquarters remain in Norway. A common feature of companies in categories 1, 2 and 3 is that they engage in commercial competition with other businesses. The key objective guiding the State’s commercial ownership of companies in categories 1 to 3 is to achieve the greatest possible return on invested capital over time. The State’s ownership of companies in category 4, on the other hand, is primarily motivated by sectoral policy goals.

Some legal aspects of the State’s active ownership of listed “category 2 companies” are discussed below. Since the State’s interests may not be purely commercial, ownership of these companies may give rise to particularly complicated issues.

8.2 LEGAL CONSEQUENCES OF EXERCISING STATE OWNERSHIP THROUGH PUBLIC LIMITED LIABILITY COMPANIES

The State exercises its ownership of listed companies through companies that are structured as public limited liability companies and are thus subject to the general legislation applicable to entities of this type. Accordingly, the State holds shares in comprehensively regulated entities that can be traded in a thoroughly regulated market.

State ownership of listed public limited liability companies must be exercised within the framework established by applicable legislation. The primary regulatory provisions are found in the Public Limited Liability Companies Act, the Securities Trading Act, the Securities Trading Regulations, the Stock Exchange Act and the Stock Exchange Regulations, as well as the Norwegian Code of Practice for Corporate Governance (NUES). The individuals companies’ articles of

---

10. According to the State Ownership Report 2016, category 2 comprises the companies listed in footnote 1 above as well as Aerospace Industrial Maintenance Norway AS, Aker Kvaerner Holding AS and Nammo AS. See further https://www.regjeringen.no/contentassets/fdcdaf8da8f92e8f170af611f97edf8eierberetning2017_web.pdf for an overview of the current company classification.


association are also relevant. Neither the aforementioned laws nor the regulations contain special provisions for companies in which the State has a stake, or special rules defining how the State should exercise its ownership. The same applies to NUES. The articles of association of the listed category 2 companies contain no special provisions linked to state ownership.

Generally speaking, organising State activities through a company rather than a State administrative body entails pursuing those activities through a separate legal person outside the public administration. The company’s equity is not included in treasury funds, and the company’s transactions are not subject to the budgetary authority of the Storting (the Norwegian parliament) pursuant to Article 75(d) of the Constitution. Such companies are not subject to the traditional authority to issue instructions that otherwise applies in the public administration, and the companies’ status as independent legal persons or enterprises, etc. means that, in principle, they fall outside the scope of the Public Administration Act and Freedom of Information Act. Workers are employed by the individual companies, not the State.

In a public limited liability company, shareholders exercise their authority as owners through the general meeting. The general meeting is the company’s supreme authority, and may decide all matters not excluded from the general meeting’s jurisdiction by law or the articles of association. In addition, some tasks are expressly assigned to the general meeting, such as the appointment of a board majority, or corporate assembly majority if the company has such a body. Other important decisions to be made by the general meeting concern dividends, executive remuneration principles, amendment of the articles of association, changes in capital structure and mergers, demergers and liquidation of the company. Formally, the shareholders have considerable powers, although these have to be exercised in accordance with the procedural rules applicable to the general meeting, including rules on summoning and conducting general meetings. It is through the general meeting that the shareholders constitute the company’s supreme authority.

15. Public Limited Liability Companies Act, section 6-3.
16. Public Limited Liability Companies Act, section 8-1, section 6-16a, see also section 5-6 (3), section 5-18, section 10-1, section 12-1, section 13-3, section 14-6 and section 16-1.
The majority requirements applicable to general meeting resolutions vary according to matter type. In most cases, the general meeting makes decisions by ordinary majority vote. In the case of elections and appointments, however, the requirement is for the majority of votes cast. Most resolutions regarding amendment of the articles of association, mergers, demergers or liquidation require a two-thirds majority of votes cast and the represented share capital in order to pass. In a small number of cases, a 90 percent majority is required, while shareholder unanimity is required in exceptional cases.

The State holds a sufficiently large stake in the listed category 2 companies that it always has at least negative control, i.e. power to block amendment of the articles of association, mergers, demergers and liquidation, as well as other resolutions requiring a majority of two-thirds or more. In two companies, the State’s influence is even greater thanks to its ownership of more than half the shares. In one instance, the State is in an even stronger position, as it owns more than two-thirds of the shares.

Despite its dominant position, the State may not exercise its ownership of listed public limited liability companies without taking into account minority interests that are protected by law. The purpose of the minority-protection provisions of the Public Limited Liability Companies Act is to give minority shareholders the opportunity to safeguard their interests, and to protect minority rights against potential infringement by the majority. The primary provision on minority protection is section 5-21 of the Public Limited Liability Companies Act, which prohibits the general meeting from making any decision “that is likely to give certain shareholders or others an unreasonable advantage at the expense of other shareholders or the company”. One reason why this may be relevant to the State is that state ownership may be motivated by non-commercial objectives. The State may thus have different aims from other company shareholders, and may wish to exert its influence contrary to the interests of those shareholders. Such situations

17. Public Limited Liability Companies Act, section 5-17.
18. Public Limited Liability Companies Act, section 5-18, see also sections 13-3(2), 14-6(1) and 16-1(1).
20. According to the State Ownership Report 2016, the relevant ownership interests were DNB ASA (34%), Norsk Hydro ASA (34.26%) and Yara International ASA (36.21%).
21. According to the State Ownership Report 2016, the relevant ownership interests were Kongsberg Gruppen ASA (50.001%) and Telenor ASA (53.97%).
22. According to the State Ownership Report 2016, the ownership interest in Statoil ASA [now Equinor ASA] totalled 67%.
typically arise when the State uses its power as owner to turn the company into an instrument for pursuing political aims at the expense of the company’s profit objective.\(^{24}\)

Although the State, through the general meeting, in formal terms may play an active role in the governance of a company, the statutory company structure must still be respected. The State may not exercise its ownership powers in a way that effectively neutralises the board of directors.\(^{25}\) The Ministry of Trade and Industry has adopted instructions on the management of state ownership interests in limited liability companies which emphasise that the ministry shall not involve itself in decisions falling under the authority of the board and general manager, unless a matter must be considered by the general meeting as a matter of principle. Generally, the ministry’s involvement is likely to be restricted to overall strategic governance issues, rather than detailed management of the company’s affairs.

8.3 GENERAL COMMENTS ON THE STATE’S PRINCIPLES OF CORPORATE GOVERNANCE

The State launched 10 principles for good governance in 2002 (The State’s principles of corporate governance).\(^{26}\) The original principles were subsequently revised in the Solberg Government’s white paper Meld. St. 27 (2013–2014)—the “White Paper on Ownership”. The principles specify how the State will act in its capacity as owner, and the State’s expectations of companies.\(^{27}\) According to the White Paper on Ownership, the principles have “created foreseeability regarding

\(^{24}\) It has been claimed that this issue arose when A-pressen, in which Telenor and the Norwegian Confederation of Trade Unions (LO) each held a 48% stake, sold TV2 to the Danish company Egmont contrary to the Minister of Trade and Industry’s wishes. The following is stated on page 119 of Lie, Myklebust and Norvik, \textit{Staten som kapitalist} [The state as a capitalist] in this regard: “In this case, the question of principle was again that an attempt was made to exercise the state’s influence indirectly, through pressure on the board of directors. It appears clear that, in reality, an attempt was made to use Telenor as a cultural policy instrument, to keep TV2 in the country. This was hardly in the interests of the minority shareholders.”

\(^{25}\) See Aarbakke et al., \textit{Aksjeloven og allmennaksjeloven} [“The Limited Liability Companies Act and the Public Limited Liability Companies Act”] (4th edition, Oslo 2017), page 448, see also page 329.

\(^{26}\) See St.meld. nr. 22 (2001–2002) on smaller and better state ownership, sections 5.4 and 5.5. See further the \textit{OECD Guidelines on Corporate Governance of State-Owned Enterprises} (2015).

\(^{27}\) See Meld. St. 27 (2013–2014), page 66, see further St.meld. nr. 22 (2001–2002), section 5.4. See also NOU 2004:7, page 51, which states that, “The principles may be regarded as strategies or instruments for achieving the objectives for the administration” of companies in which the state has an ownership interest.
the State’s active ownership which has been positively received by stakeholders in the Norwegian capital market”. 28

The current ownership principles for good governance cover various matters: equal treatment of shareholders; transparency about both the State’s active ownership and company activities; that owner decisions and resolutions must be adopted at general meetings; that the board is responsible for the development of clear objectives and company strategies while the State has expectations as to company performance; capital structure; board composition; the board’s overall responsibility for company management; the board’s plan for its own work; skills development and evaluation; pay and incentive schemes; and that companies must make targeted efforts to meet their social responsibilities. 29

The legal consequences of The State’s principles of corporate governance are not always entirely clear. The principles are directed partly at the State in its capacity as owner and partly at the affected companies.

The principle prescribing equal treatment of shareholders is problematic from a purely legal perspective. It is true that both the Public Limited Liability Companies Act and the Securities Trading Act are based on an equality principle, which appears to enjoy widespread support. 30 However, given that the principle requiring equal treatment of shareholders has been made the first ownership principle, it can be questioned whether the State has thereby introduced particular restrictions on its exercise of ownership powers. A phrase in the first White Paper on Ownership may indicate this: “…The State shall also consider the interests of other shareholders where the State may adopt binding resolutions at a general meeting by virtue of its dominant ownership position…”. 31 The question is whether minority shareholders may expect even greater respect for the equal treatment principle than in other limited liability companies and public limited liability companies, with the consequence that the State’s ownership responsibility may be triggered more easily; see further section 8.4.

To the extent that The State’s principles of corporate governance are addressed to relevant companies, they have certain similarities with legally binding instructions to company boards. However, the companies have not adopted The State’s principles of corporate governance at a general meeting, and it is therefore difficult to see that board members can be held responsible for non-compliance. How-

---

30. Public Limited Liability Companies Act, section 5-21; Securities Trading Act, section 5-14.
31. St.meld. nr. 22 (2001–2002), section 5.5.1. However, the phrase is not found in Meld. St. 27 (2013–2014), see particularly page 67.
ever, it does not appear entirely impossible that The State’s principles of corporate governance must nevertheless be regarded as a type of instruction to company boards, not least because the State emphasises that companies are expected to comply with them. This raises the question of whether breach of the principles could give rise to liability in damages on the part of the State.

8.4 POTENTIAL LIABILITY IN DAMAGES

The potential liability of the State vis-à-vis company creditors and the company itself is an issue that has played a surprisingly modest role in discussions of the organisation of state ownership. However, the White Paper on Ownership issued by the second Stoltenberg Government—*An Active and Long-Term State Ownership*—provides an example of a focus on liability in damages, in its discussion of liability in connection with instructions from an owner to the board of directors. The white paper states that if a shareholder goes “too far in controlling the company in commercial matters, this may result in creditors filing claims against the State by invoking law of tort or of corporate law concerning piercing of the corporate veil”.32 This statement must be considered in conjunction with the fact that the statutory company structure must be respected; see section 8.2.

Gudmund Knudsen and Sven Ole Fagernæs’s 2017 report on ministerial administration of state ownership expands on this view, emphasising for example that both instructions and reversal of board decisions may in principle trigger liability on the part of a shareholder:33 “If the minister instructs the board through the general meeting or reverses a board resolution, the State assumes responsibility for the decision which, depending on the circumstances, may cause the State to incur liability in damages vis-à-vis the company or others who suffer a loss as a result of the instruction… If the ministry goes too far in controlling the company in commercial matters, this may result in creditors filing claims against the State by invoking law of tort or of corporate law concerning piercing of the corporate veil … State liability pursuant to the provision [in section 17-1(1) of the Limited Liability Companies Act] may be based on the fact that the State has issued instructions at a general meeting that are contrary to law or the company’s articles of

33. Gudmund Knudsen and Sven Ole Fagernæs, *Statsrådens forvaltning av statens eierskap i selskaper som staten eier alene eller er deleier i. Forholdet til Stortinget og selskapets ledelse* [“Ministerial administration of state ownership of companies in which the state is the sole or a co-owner. Relationship with the Storting and company management”] (2017), pages 38–39.
association, for example due to infringing the equality principle or the interests of the community of shareholders … but the board implements these nonetheless.”

In principle, informal governance signals outside the general meeting may also give rise to liability on the part of a shareholder. In such cases, the legal basis is so-called contributory liability. According to the preparatory works to the act, liability-inducing contribution will typically be deemed to exist “if a shareholder or other person has directly and specifically influenced the particular tortious act of the general manager or relevant person in a position of trust. Relevant influence may include incitement—typically an instruction—which the general manager or person in a position of trust has followed or at least given material weight in his or her deliberations. Relevant contribution may also constitute other specific assistance in undertaking the tortious act”. Contributory liability may arise, for example, when a minister makes statements that must in reality be regarded as instructions or incitement. It is an open question whether the combination of specific acts in connection with the appointment of board members (see section 8.5), ownership dialogue (see section 8.6), thorough knowledge of the company’s circumstances and specialist expertise in the area may render the State particularly vulnerable in terms of incurring contributory liability.

A further question is whether The State’s principles of corporate governance may provide grounds for liability in damages on the part of the State based on the expectations they have created (“justified expectations”). For example, may the State incur liability in damages vis-à-vis shareholders if it exercises its ownership contrary to the principle that shareholders should be treated equally? The answer is uncertain.

34. Gudmund Knudsen and Sven Ole Fagernæs, Statsrådens forvaltning av statens eierskap i selskaper som staten eier alene eller er delier i [Ministerial administration of state ownership of companies in which the state is the sole or a co-owner], page 48.
35. Public Limited Liability Companies Act, section 17-1(2).
37. See Aarbakke et al., Aksjeloven og allmennaksjeloven [“The Limited Liability Companies Act and the Public Limited Liability Companies Act”], page 1281, see also 952, stating that both orders and incitement may trigger liability under section 17-1(2) of the Public Limited Liability Companies Act.
38. Regarding liability based on legitimate expectations, see for example Thorson, Erstattningsrettlig vern for rene formuestap [“Protection of purely economic losses under the law of torts”] (Oslo 2011), particularly page 91 onwards, and Wilhelmsen and Hagland, Om erstatningsrett [“About the law of torts”] (Oslo 2017), pages 125–128.
8.5 STATE GOVERNANCE THROUGH THE APPOINTMENT OF BOARD MEMBERS

The State does not have its “own” board members in the listed public limited liability companies in which it has a stake, and no special rules apply to board members elected at the suggestion or request of the State. The board members of such companies must be appointed in compliance with the same formal framework as applies to board elections in other public limited liability companies.39

State governance of listed public limited liability companies in which the State has an ownership interest has traditionally been effected through the appointment of board members.40 Over the years, the boards of state-owned companies have been impacted by different roles and role patterns.41 Emphasis is regularly given to the need for specialist expertise on company boards. Particularly in listed public limited liability companies, where the State must exercise its ownership powers with the interests of other shareholders in mind, there are limits on how much account may be taken of non-commercial considerations.42 Somewhat varying emphasis has been given to the need for qualifications other than specialist expertise and the ability and willingness to comply with political signals that may challenge purely commercial considerations.43 The State’s principles of corporate governance paragraph 6 states: “Board composition shall be characterised by expertise, capacity and diversity in view of the distinctive characteristics of each individual company.”44

39. See chapter 6 of the Public Limited Liability Companies Act. Like other listed public limited liability companies, companies in which the state owns a stake must additionally comply with the Norwegian Code of Practice for Corporate Governance (NUES) or explain any non-conformances.
40. See Gronlie in Grøndahl and Gronlie (eds.), Fristillingens grenser [“The limits of deregulation”] (Bergen 1995), page 105 onwards, see also Gronlie, page 118, who writes that, “The state enterprise system was to be “governed without governance”.
41. See Gronlie in Grøndahl and Gronlie (eds.): Fristillingens grenser [“The limits of deregulation”] (Bergen 1995), pages 108–120.
42. See St.meld. nr. 61 (1996–97) Om eierskap i nærværlivet [on ownership in the business sector], section 1.2.4: “Our state investments, which are and will remain considerable, must be administered professionally and through elected boards so that no doubt may arise that Norway treats its own and foreign enterprises equally and in accordance with international provisions.”
43. St.meld. nr. 13 (2006–2007), page 20, went relatively far in this direction, stating, “Through its representatives on nomination committees, the state will ensure that boards represent a range of expertise and possess sufficient capacity to perform their roles, including that the boards of larger companies include representatives with social understanding and insight.” Further, page 47 states that, “The boards shall also lead the companies’ strategic efforts. A sound understanding of the company’s roles in society and the importance of each individual company for overall industrial development is therefore important”.
44. Meld. St. 27 (2013–2014); see the State’s ownership principles, paragraph 6.
The appointment of members of parliament and public officials as board members of state-owned companies and other companies in which the State has an ownership interest was long a controversial issue. According to the current guidelines in the Personnel Handbook for State Employees, public officials may not be appointed or nominated if they are employed by a ministry or other central administrative body that regularly deals with matters of material significance to the company, business or industry in question.

The King in Council may make exceptions to the guidelines, but this does not happen in practice. Current practice is that ministers and state secretaries are not elected to the boards or corporate assemblies of companies in which the State is the sole or a co-owner, and that they resign from such positions when they are appointed as a minister or state secretary.

Moreover, since the parliamentary resolution adopted in connection with consideration of Recommendation to the Storting No. 277 (1976–77), members of parliament may not be appointed as members of boards and councils that are subject to the supervisory authority of the Storting. The primary reason for this decision was a fear of mixed roles and protection of the office of board member.

The White Paper on Ownership and the State Ownership Report state that one of the State’s most important tasks in its capacity as owner is to help ensure that boards of directors are well-composed and skilled. According to the State Ownership Report, work on board appointments is “a structured process that is ongoing...”

---

45. The legal basis for the current rules and practice related to public officials is found in the Storting’s consideration of St.meld. nr. 9 (1969–70), see Gudmund Knudsen and Sven Ole Fagernes, Statsrådets forvaltning av statens eierskap i selskaper som staten eier alene eller er deleier i [“Ministerial administration of state ownership of companies in which the state is the sole or a co-owner”], page 41. The guidelines were primarily a response to fears of mixed roles and partiality. St.meld. nr. 9 (1969–70) was followed up by means of Innst.S. nr. 91 (1969–70) on the appointment of public officials to boards and councils, etc. At present, guidelines on the appointment of public officials to boards are found in the Personnel Handbook for State Employees. See also the former guidelines in St.meld. nr. 40 (1963–64), page 6.


47. See Gudmund Knudsen and Sven Ole Fagernes, Statsrådets forvaltning av statens eierskap i selskaper som staten eier alene eller er deleier i [Ministerial administration of state ownership of companies in which the state is the sole or a co-owner], page 41.


throughout the year.\textsuperscript{51} In this context, the State evaluates, in its capacity as owner, factors such as board composition, form of working, expertise, efforts, performance, and contribution to value creation. The State also assesses each company’s activities and opportunities, the challenges it faces and what expertise the board therefore requires.

The State primarily makes its contribution to the composition of the boards of listed category 2 companies through a nomination committee appointed by the general meeting of each company.\textsuperscript{52} One of the nomination committee members is normally an employee of the ministry that administers the State’s ownership interest in the company.

Formally, the purpose of the nomination committee is to assist the general meeting and/or corporate assembly. In practice, it plays an important role in evaluation of the board’s composition and work by reference to the company’s needs, and in making proposals to the general meeting, or in relevant cases the corporate assembly, in connection with election/re-election of board members and board remuneration. The comments on the Norwegian Code of Practice for Corporate Governance (NUES), paragraph 7 state, among other things, that the nomination committee should “consult relevant shareholders to secure candidate nominations and support for the recommendation”.\textsuperscript{53} It is also common practice for the nomination committee to engage in dialogue with the board or board chair regarding the committee’s proposed board candidates.

The members of the nomination committee are representatives of the company. This also applies to members of the nomination committee employed by the relevant ministry. In purely formal terms, therefore, the ministry may not instruct nomination committee members with regard to proposed board candidates, or on other issues related to the performance of their function. In practice, however, members of nomination committees who are employed by ministries charged with administering state ownership have contact with and inform the ministries of committee proposals and ensure that proposals have the support of


\textsuperscript{52} The Public Limited Liability Companies Act contains no rules on nomination committees, but such rules do exist for financial undertakings whose “total capital under management has exceeded NOK 20 billion for a period of more than 12 months” and which are not subsidiaries in a financial group; see the Financial Institutions Act, section 8-4, see also the Financial Institutions Regulations (FOR-2016-12-09-1502), section 8-5. The Norwegian Code of Practice for Corporate Governance (NUES) (2014), paragraph 7 recommends that a company should have a nomination committee. The procedures of nomination committees are dealt with to some degree in the comments on NUES, see NUES pages 25–26.

\textsuperscript{53} The Norwegian Code of Practice for Corporate Governance (NUES), page 26.
The Office of the Auditor General of Norway has pointed out that ministry representatives on nomination committees have in some cases followed instructions issued by political leaders despite personally holding the opinion that the action was inadvisable in view of the company’s best interests. In this connection, the Office of the Auditor General has questioned whether the ministry has given adequate consideration to the principle of equal treatment of shareholders.

In 2013, the majority of the Parliament’s Standing Committee on Scrutiny and Constitutional Affairs strongly criticised the Minister of Trade and Industry for failing to respect the formal rules in two cases concerning the appointment of board members of listed public limited liability companies involving state ownership. First, the Minister of Trade and Industry was criticised for proposing two new board members for Telenor ASA after the nomination committee had held 23 meetings and settled on seven skilled candidates. Second, the Minister of Trade and Industry was criticised for proposing one new board member (later redesignated as a deputy board member) for Kongsberg Gruppen ASA on the same day as the nomination committee’s proposal deadline expired and in a situation where none of the board members was up for re-election. However, the minority of the standing committee found that “not even one breach of The State’s principles of corporate governance has emerged. The only negative comment that remains is that on two occasions the Ministry of Trade and Industry gave input on candidates somewhat late, but these members find that this also does not constitute a breach of the guidelines”.

Formally, nomination committee proposals related to general meeting/corporate assembly board elections are not binding, and the State’s representative at the general meeting is therefore free to vote for board members other than those proposed by the nomination committee, and to vote against the nomination committee’s board remuneration proposal. The same applies to the other shareholders. In practice, however, nomination committee proposals are usually followed.

---

8.6 STATE GOVERNANCE THROUGH “OWNERSHIP DIALOGUE”

Section 5-1(1) of the Public Limited Liability Companies Act reads:

“The shareholders exercise supreme authority within the company through the general meeting.” Neither the State nor other shareholders have any authority over the company other than through the general meeting mechanism. The principle that shareholder decisions and resolutions must be adopted by the general meeting is emphasised in The State’s principles of corporate governance paragraph 3.

Neither the Public Limited Liability Companies Act nor the Norwegian Code of Practice for Corporate Governance (NUES) are considered to prohibit contact between shareholders and a company outside the general meeting context.

The White Paper on Ownership discusses how the State, in its capacity as owner, structures its contact with companies.\(^\text{58}\) It is stated that a company and its shareholders may exchange information through a variety of channels. In addition to information provided in quarterly and annual reports, other publicly available information and general meetings, regular contact meetings are held with company executives. This is termed the “ownership dialogue”, and is regarded as a key aspect of most ministries’ company follow-up.\(^\text{59}\)

The ownership dialogue allows the State, in its capacity as owner, to gather information about a given company.\(^\text{60}\) This is considered to be a key aspect of normal performance of an owner’s monitoring and control function. In some more significant matters, such as mergers and demergers, it may additionally be necessary for the owner and company to liaise prior to the related general meeting resolution. The White Paper on Ownership also assumes that the Limited Liability Companies Act and The State’s principles of corporate governance do not prohibit the State from raising, in meetings with companies, “matters the companies should consider in connection with their operations and development”.\(^\text{61}\) Such instances probably come sufficiently close to attempted exertion of control outside the general meeting context that there may be some risk of a misstep. However, in the White Paper on Ownership, the above statement is followed by the

---

\(^{58}\) Meld. St. 27 (2013–2014), pages 85–86. See also Riksrevisjonens kontroll med forvaltningen av statlige selskaper for 2012 [the Office of the Auditor General of Norway’s control report on the administration of state companies in 2012], Dokument 3:2 (2013–2014), page 33, in which the Office of the Auditor General of Norway stated that it had discovered approximately 160 meetings and approximately 160 logged telephone conversations between the Ministry of Trade and Industry and the six companies (Cermaq, DNB, Hydro, Kongsberg Gruppen, Telenor and Yara) for which the ministry was responsible in the period 2010–2012.

\(^{59}\) See for example the State Ownership Report 2016, page 26.

\(^{60}\) St.meld. nr. 22 (2001–2002), section 5.5.3; Meld. St. 27 (2013–2014), page 68.

clarification that, “Any view communicated by the State in such a meeting must be regarded as input to the company’s administration and board. Matters that require shareholder support must be dealt with at a general meeting.” It can be difficult to distinguish between acceptable shareholder contact and governance outside the general meeting context. In a 2015 survey examining shareholder follow-up of social responsibility in companies in which the State has an ownership interest, the Office of the Auditor General of Norway found that ministries “make varying use of the ownership dialogue to challenge companies”. The Office of the Auditor General recommended that ministries should “evaluate how they can use the social responsibility-related ownership dialogue to make an even greater contribution to companies’ efforts to prevent undesirable incidents”. If the State makes statements during such meetings that must be interpreted as governance signals that are difficult for the companies to ignore, there may be grounds for questioning whether the State, in its capacity as owner, can be held liable in damages if the company causes loss to another party through its acts or omissions (see section 8.4).

8.7 CONCLUSION

State ownership of listed public limited liability companies has been a success in many respects. One important reason for this is the gradual development of the legal framework for the exercise of state ownership. There remains, however, several unresolved legal issues, some of which have been discussed in this article. Undoubtedly, more legal research of state ownership of listed public limited liability companies is required.

---

65. See generally Lie, Myklebust and Norvik, Staten som kapitalist [The state as a capitalist] (2014).
Chapter 9
The capitalist state or the state as private owner

SVERRE AUGUST CHRISTENSEN

ABSTRACT This article traces the origins of the considerable state ownership in listed companies in Norway. The Norwegian state is the owner of approximately 30 per cent of the market value of the Oslo stock exchange, and controls companies that account for over half of the market value. The Norwegian parliament has agreed that the state shall operate as a private owner in these companies, respecting other shareholders and the companies' integrity as private enterprises, and thus accommodating the attendant principles of being listed companies. This ownership model for the state developed in the post-war era as a result of the state's ownership in Norsk Hydro; hence, the ownership model is called the Hydro model. The paper will provide a historical explanation of why the Hydro model prevailed, and thereby provide an important explanation for the considerable state ownership in Norway.

KEYWORDS: State ownership | Hydro model | business history | and corporate governance

9.1 INTRODUCTION
A key characteristic of Norwegian businesses and society is the extensive state ownership, particularly in listed companies. The Norwegian state owns approximately 30 per cent of the values in the Oslo Stock Exchange, and controls companies that account for more than half of the market value. This is quite extensive, not least compared with other countries (Storting Report No. 27, 2013–2014). State ownership was a controversial political topic during the post-war era, but broad political support for this ownership developed from the 1980s, along with the belief that it was important to ensure a national anchor for a number of important companies.

From a wider perspective, it may appear paradoxical that state ownership became broadly supported in the 1980s, a decade that was otherwise characterized
by liberalization and globalization. The UK, under its Prime Minister Margaret Thatcher, was at the forefront of this liberalization through the selling and privatization of several state-owned companies. Globalization entailed that an increasing number of companies had foreign owners, and an international division of labor that has particularly benefited small countries such as Norway. On the other hand, globalization—with international agreements—has weakened the possibility of securing national ownership in businesses. With weak private ownership in Norway, several companies were vulnerable to foreign acquisition. In 2002, the majority in the Storting’s (Norwegian parliament’s) Standing Committee on Business and Industry stated that the “country must have leading companies with central functions such as headquarters and R&D organizations located in Norway.” (Recommendation to the Storting No. 264, 2001–2002). In line with this, state ownership should be considered a form of selective protectionism, i.e. protection against foreign acquisitions (David and Mach, 2003; Christensen 2003).

It is difficult to fully understand the desire for national ownership. Within fields concerned with economics, ownership and economic development, one often finds more or less strong arguments for active, diversified or concentrated, and competent ownership. On the other hand, one would be hard pressed to find a single person from such fields who would argue for why national ownership is important. Nevertheless, one can find many who argue that the value of national ownership is exaggerated (Jakobsen, Goldeng, and Reve, 2001). However, there are several characterizations of ownership that show that most countries are concerned with ensuring national control over particularly important companies (David and Mach, 2003; Christensen, 2003). One expression of this is that while most listed companies in the world can be acquired and sold in what is called the “market for corporate control”, this is rarely the case for the most important companies across a range of countries. National ownership in these types of key companies—in Norway often referred to as industry locomotives—was considered important for cooperation between the state and businesses, for innovation, and to ensure a long-term perspective in a variety of ways. More specifically, the desire is to ensure that strategic functions linked to the headquarters, research, and so on, remain in the country.

The concern for national ownership is thus applicable in several countries, so the question is actually why Norway has landed on state ownership as the most important form of selective protectionism. In other countries, concentrated family ownership, combined with other forms of protections against acquisition, has had the same function. According to a global history on corporate governance, capitalism outside the US and UK is “a system where a handful of immensely wealthy
families control almost all of a country’s great corporations” (Morck and Steier, 2005, p. 1). For example, in Sweden, the Wallenberg family controls several major companies through shares and preferred shares, thus securing Swedish ownership. In both Germany and Italy, families dominate ownership in large companies such as Fiat and BMW.

The Norwegian historian, Francis Sejersted, believes that the absence of rich and powerful families that could take a nationally leading role after the industrial revolution has characterized Norway since 1814. This can be attributed to the absence of nobility since the Middle Ages, and/or that the financial crises after 1814 hit the upper classes particularly hard. Sejersted believes that the principle of equality was and remains strong in Norway, and that there has been a correspondingly strong skepticism to private power and capital (Sejersted, 1993a, 2005). Recently, Einar Lie has recently presented another theory that there is “a high level of trust in the state as a protector of common interests” (Lie, 2016). Trust in the state—or distrust in private players—could be said to be two sides of the same coin, and both are important characteristics of Norway, which could contribute to explaining the scope of the state ownership.

This contribution emphasizes another cause: the form of the state ownership that developed and that was eventually supported across the political spectrum. But first, a key complaint against state ownership has been that state-owned companies were not sufficiently focused on efficiency and profitability, and that this was due to the lack of zealous private owners who wanted returns on their invested capital. Companies have many stakeholders, with interests invested in different parts, functions and effects of the company. This includes owners, employees, suppliers, customers, local communities, and society at large. An important feature of capitalism is that the owners have the final say in the company. One argument for this is that it is primarily people who have invested their own money who are able and willing to put the profitability requirement ahead of other interests. This could, for example, relate to closing down a part of an enterprise that is losing money even though it affects the interests of employees, suppliers and local communities. It may appear brutal in the individual case, but will also be necessary to ensure societal growth and welfare over time (Bøhren, 2011, p. 198). One objection against the state is that it lacks sufficient capability and willingness to sacrifice the interests of other stakeholders in order to achieve efficiency. One reason for this is that the state, and those who represent the state, lack a pecuniary self-interest. Another is that the state and state companies are vulnerable to pressure from different stakeholders.
The form of state ownership in Norway is referred to as the Hydro model, and is characterized by the state exercising its ownership as a private shareholder, while also respecting minority shareholders. This is to alleviate the traditional problems that ordinary state companies face. The state promises to respect the company’s autonomy—and particularly its integrity—as a listed company. The state pledges not to pursue political ends as a company owner, which in practice entails passive ownership. In this respect, the Hydro model means that the state ties itself to the mast as regards governance. The model entails that the companies have private owners, ensuring that profitability is at the top of the agenda. One important element here that has been particularly stressed in recent years is that the companies are public listed companies, so they are subject to market monitoring (Storting Proposition No. 36, 2000–2001, p. 27).

The Hydro model is not the result of a plan or design; it emerged as a result of choices that were made along the way. Nevertheless, the model can be viewed as an attempt to make the best of both worlds: a solid and long-term national foundation, along with the profitability demands of private shareholders and markets. We will see that this was perceived as a successful model, and that this was the basis for this ownership model being chosen for Statoil and Telenor in 2001. These are the two largest companies on the Oslo Stock Exchange, and the state’s ownership interests in these companies account for about 80 per cent of the state ownership in the Oslo Stock Exchange. This makes it readily apparent that the Hydro Model is important in explaining the scope of the state’s ownership in listed companies.

In the following section, we will follow the state ownership from the Second World War and up to when Telenor and Statoil were listed on the stock exchange in 2001. The primary emphasis will be placed on the background for the general support for the Hydro model from the 1980s. This was particularly related to repeated experiences where companies in which the state was the dominant owner had trouble operating efficiently, and in which the state was left to take responsibility for problems with companies and projects. At the same time, it is not only state-owned companies who have wasted money. In the 1990s, the banking crisis and other scandals tarnished the reputation of private business and industry in Norway, and the state had to save both banks and insurance companies. On one hand, this was important as part of the broad political support that grew for the Hydro model and state ownership. On the other hand, these types of scandals were 1. When the state promises to respect minority shareholders, this is also to avoid accusations of exploitation, which is referred to as “tunnelling”, which would then affect the companies’ share price.
important in Norway and other countries because this led to more interest in corporate governance, which in turn laid important guidelines for how the state acted as owner.

This work is based on my own research and that of others, and Tore Grønlie’s range of work on state ownership; a variety of contributions from Einar Lie on business history in general, and state ownership in particular, should be noted especially. This work attempts to provide a status of what the literature can tell us about how the state ended up as such a considerable owner in the Oslo Stock Exchange, and why there is such broad-based support behind this. In conclusion, we will point out key questions for further research.

9.2 STATE OWNERSHIP IN THE POST-WAR ERA

After the Second World War, state ownership in Norway was significantly expanded. The state became an owner in many companies, e.g. within fisheries, electronics and mining. However, three companies formed the center of gravity of the state’s ownership: Norsk Jernverk, which the Storting unanimously decided to establish in 1946; Årdal Sunndal Verk (ÅSV), which started by completing the Germans’ work on establishing an aluminum plant in Årdal; and Norsk Hydro, which, at 47 per cent, the state became the largest owner in when taking over German shares in the company (Christensen, 1999).

Hydro diverged from the other state companies in that it retained its private identity and method of operation as a public listed company. The state respected Hydro management’s overarching goal of generating a profit for their shareholders (Grønlie, 1989; Christensen, 1997). This was not the case for the other state companies. They were not established to make money, but rather to fulfill other objectives such as employment, regional policies, the exploitation of natural resources, and to obtain export revenue. Profitability was a means to achieve these objectives, but not a goal in and of itself. In practice, this meant that other interests superseded the profitability objective. Lie has described how trade unions and local politicians visited decision makers in Oslo to prevent “cost cuts, downsizings or shutdowns” in ÅSV, and thus contributed to “weakening the decision cen-

---

2. This was due to a number of factors: It was considered necessary to ensure rapid industrialisation; the state took over German ownership in existing and newly established companies. The Labour Party’s majority in the Storting provided stable political power, and the war contributed to national and political unity, not least between business leaders and representatives of the Labour Party state. Grønlie 1989; Christensen 1997; Søgner 1994, p. 16.
tres that were working for efficient and rational operations” (Lie, Myklebust, and Norvik 2014, p. 61).

The Labour Party was not as concerned with profitability as private owners, but still wanted the state companies to operate as normal public companies. The party toned down the significance of state ownership, and gave the companies considerable freedom, inviting businessmen to take on roles in the companies and their governing bodies. The Conservative Party, on the other hand, argued in favor of more control of the companies, and in particular control of the state’s conduct vis-à-vis the companies (Grøndahl, 1995a; Christensen, 1997). This was in line with the Conservative Party’s skepticism regarding the Labour Party state’s extensive use of authorizations (Sejersted, 1993b). As regards the view of the Storting’s role, there was a healthy dose of opportunism involved—which we can also recognize from our current era. As a government party, the Labour Party wanted a form of governance that would not entail parliamentary responsibility for the Government; as the opposition party, the Conservative Party defended the parliament’s primacy and wanted to bring as many issues before the Storting as possible (Christensen, 1997). In practice, however, enterprises that were run well had freedom from state interference, while enterprises that faced and created problems had to accept tighter scrutiny from the state.

A “main approach in Hydro’s relationship with the state,” according to Øivind Grøndahl, was “the extensive freedom from almost any form of state interference” (Grøndahl, 1995b). Minister of Industry Lars Evensen gave a fundamental clarification early on when he rejected a proposal to instruct the state’s representatives on Hydro’s board; “I cannot advise a recommendation or order to the state’s representatives in a board of this nature” (Christensen, 1997). This would complicate the cooperation with Hydro and businessmen. Moreover, one could “reach further,” according to Evensen, “by negotiating directly with the company’s administrative and technical leaders” (Christensen, 1997). In addition, the state had considerable influence through frequent contact with Hydro. In 1950, one of the company’s board members pointed out “the necessary daily contact Norsk Hydro has with the Norwegian government” (Christensen, 1997). This contact dealt with capital requirements, lease of hydropower, research, the agricultural need for inorganic fertilizer, sensitive products such as heavy water and magnesium, and later on, oil. As an owner, the state was passive, but was active in the relationship with Hydro. The ownership laid important guidelines for the policies the state enacted with regard to Hydro, not least through the fact that state ownership gave the company a legitimacy that paved the way for a policy of expansion (Christensen, 1997, 2003).
The 1960s were characterized by several difficult issues related to state companies. The financial overruns linked to Koksverket became a symbol of a mismanaged state company. A more serious example was the Kings Bay accident in 1962 in which 21 people died. This was the fourth mining accident on Svalbard after the war; a total of 64 people had lost their lives. In addition, ÅSV had recurring problems with polluting spills, and Jernverket struggled with major deficits and bleak prospects. The scandals tarnished the reputation of state industry and contributed to the non-socialist election victory in 1965. However, this did not result in more control of the state companies. “The lessons from Kings Bay and the ‘industrial scandals’ in 1963/64”, according to Tore Grønlie, “appear for all parties to have been to ‘keep your hands off’” (Grønlie, 1995). Under the Conservative Party’s Minister of Industry, Sverre Walter Rostoft, the companies were given the same amount of freedom as under the Labour Party. He had faith that experienced business leaders would do a good job on the boards and in managing the companies. (Grønlie, 1995).

The Conservative Party’s resistance toward state ownership was moderate in the years following the war, and mainly dealt with criticism concerning the organization of state ownership. One important exception was the ownership in Norsk Hydro; the party argued that the state should sell some of its shares—if not all. This applied both when the state became the owner after the war, and became an even bigger issue in the debates on whether the state should fully subscribe in Hydro’s issues of shares in 1956 and 1963 (Christensen, 2003). Nevertheless, it was in the 1970s that the confrontation between the Conservative Party and Labour Party regarding state ownership became more pronounced.

9.3 THE 1970S: AMBITIOUS POLITICS AND OVERRUNS

After oil was discovered in the North Sea in 1969, the Conservative government wanted to give Norsk Hydro an advanced role in the petroleum activities, and the state therefore increased its ownership in the company to 51 per cent in 1971 (Storting Proposition No. 63, 1971–72). The Conservative Party hoped that this would prevent the establishment of a wholly-owned state oil company, but the Labour Party took over the government the same year, and Statoil (now Equinor) was established in June 1972 (Storting Proposition No. 113, 1971–72). It is difficult to determine why the Conservative Party supported its establishment; much indicates that they did not want it to become an operative oil company (Aven, 2014). The Labour Party, on the other hand, wanted to develop a strongly integrated Norwegian company that could match the advantage that multinational oil
companies had through their industrial and technological insight. Moreover, they wanted to use Statoil as a tool of industrial policy and, along with the technology agreements, Statoil became important for aiding the development of a Norwegian supplier industry (Christensen and Rinde, 2009). The conflict regarding the Storting’s role became relevant as the Labour Party wanted to give Statoil considerable freedom, while the Conservative Party requested “measures that could ensure parliamentary governance and control” (Grønlie, 2001). The Conservatives’ desire for control did not diminish from the fact that several Labour Party veterans—Jens Chr. Hauge, Finn Lied and Arve Johnsen—dominated Statoil for the first 10–15 years, the first two as chairs of the board, and Johnsen as CEO.

The state companies would not only create jobs and export revenues; they would also serve as locomotives for industrial and technological development. This particularly applied to Statoil and Kongsberg Våpenfabrikk. The EC referendum, the oil crisis and subsequently the economic crisis in the 1970s, created “an ideal climate for ambitious industry politicians,” according to Grønlie (1995c). The phenomenon was far from uniquely Norwegian; several European governments—for example, the Swedish government—practiced an ambitious industrial policy with a strong element of state ownership (Giovanni and Foreman-Peck, 1999; Bohlin, 2014, p. 128; Benner, 1997). In Norway, this development had an additional twist due to the faith in future oil money, and the fact that the Labour Party wanted to stop the progress of the Socialist Left Party. The state therefore spearheaded multiple industrial projects with the aim of increased refinement and value creation in Norway.

Firstly, the state was an initiator in ÅSV increasing the further processing of its own metals, which led to major losses, and also caused the company Alcan to sell all the shares it had purchased in ÅSV in the 1960s (Lie, 2005). Nye Tofte was another ambitious project to produce cellulose sulfate for paper production in order to replace polluting cellulose sulfite. When the project was about to fail due to uncertain economic calculations, the Association of Paper Workers convinced the state to join the project. This did not turn out well, but rather ended in bankruptcy court. In the so-called Emden project, state-owned Sydvaranger contributed 75 per cent of the share capital to the company that would produce sponge iron using Norwegian iron ore and North Sea gas. The project was proceeding as planned until a failing market for sponge iron and higher gas prices spoiled these plans, and the company went bankrupt (Byrkjeland and Langeland, 2000). The official commission that investigated both Nye Tofte and Emden concluded that

---

3. Multiple wood processing companies were involved, and there were therefore ambitions for the project to contribute to a rationalisation of the industry (Byrkjeland and Langeland, 2000).
the state had not conducted sufficiently thorough commercial risk and profitability assessments (NOU 1983:31). Jernverket was one of several (state) companies that struggled with major deficits, and needed transfers from the state (Fossen, 2013).

The state companies were one thing; another was that the state practiced active politics toward the rest of industry. One example was the extensive support for the shipbuilding industry, which was criticized toward the end of the 1970s for draining the public purse and preventing adjustments in the sector (Lie, 2012). The state also invested heavily in the Norwegian electronics or IT industry in the 1970s, but the majority of the companies underwent crises and/or bankruptcies (Christensen, 2006). The point here is not to discuss whether the policies had favorable consequences. For example, Hans K. Mjelva argues that the shipbuilding support was beneficial because it kept shipyards running, which could later adapt into becoming suppliers for the oil industry (Mjelva, 2005). Neither is the point to argue against state involvement in innovation and business policies. For example, a lot of valuable knowledge emerged from the investment in Norwegian IT industry. There are extensive studies on the significance of national policies for business development. Mariana Mazzucato has received a lot of attention for showing the state’s significance for innovation (Mazzucato, 2013).

Generally, however, we can say that politics were more characterized by bold industrial ambitions, but not by corresponding financial governance and control, and/or market orientation. With the exception of companies linked to the oil industry, there are not many Norwegian companies with roots in this effort. A recurring problem with the policy was that different representatives of the state had diverging opinions and priorities. In privately owned companies, it was easier for an owner to enforce the profitability requirement. With the state, there were different representatives saying different things. Moreover, parts of the state apparatus, and the political parties, were vulnerable to pressure from stakeholders. This included pressure from employees, or from powerful industrial players, who were more interested in further refining natural resources than assessing financial risk.

Toward the end of the 1970s, the Labour Party fully acknowledged the problems with the industrial policy and the Government appointed the Lied Committee to lay the foundations for a shift in industrial policy. The committee was headed by the Labour Party’s former Minister of Industry, Finn Lied, and he was joined by the head of LO (Norwegian Confederation of Trade Unions), Tor Halvorsen, and former president of the Federation of Norwegian Industries, Jens-Halvard Bratz.4 The committee claimed that the industrial policy had to be market-based,

---

and that “private profitability coincides with socioeconomic profitability” (NOU 1979: 35). Over the course of the 1980s, “[the Labour Party] moved in a liberal economic direction, where it was no longer a goal for the state to own industry”, writes Elin Fossen, who goes on to write: “The primary focus was that business and industry should be profitable, and there were also warnings against public subsidy schemes” (Fossen, 2013, p. 26).

9.4 THE 1980S: LIBERALIZATION AND SCANDALS

One reason for the industrial policy and state companies’ challenges in the 1970s was the economic crisis that struck the entire western world. That same crisis laid the foundation for a right-wing wave with less faith in state initiatives and more faith in the market. In Norway, this was manifested through the non-socialist election victory in 1981 that made Kåre Willoch prime minister. He took several steps to phase out and privatize state companies. Here, we will focus on Willoch’s skepticism regarding Statoil, which he referred to in his memoirs as “a combination of business, administration, political agency and propaganda machine” (Willoch, 2002; Aven 2014). He was fully supported by his eager state secretary, Terje Osmundsen, who in 1981 wrote the critical book: Gjøkungen – skal Statoil styre Norge? (The cuckoo—should Statoil run Norway?)

One objection was that Statoil, through its knowledge and its administrative duties, was given the power to manipulate political processes (Aven, 2014; Lie, 2005). Another was that Statoil’s favorable financial terms weakened the company’s incentives to streamline and cut costs. Partial privatization of Statoil was never on the table at this point, but Willoch’s warnings against making Statoil too powerful were heard. Following negotiations with the Labour Party in 1984, it was agreed that administrative duties would be removed from Statoil and to move large block interests out of the company and over to the State Direct Financial Interest (SDFI). Referred to as the clipping of Statoil’s wings, the result was that Statoil became less of a state agency, more resembling an ordinary company.

While Statoil had been favored with the Labour Party’s attention and goodwill, Willoch and the Conservative Party developed close ties to Norsk Hydro, and the company became an important contributor to the design of the party’s oil policy platform (Aven, 2014; Lie, 2005). To the Conservative Party, it was important to break Statoil’s monopoly as a Norwegian oil company. This was the underlying

5. Through significant ownership interests in the commercial oil blocks, the company was destined to achieve major profits.
idea when Hydro was awarded operatorship of the Sølvfaks field, later renamed the Oseberg field, which made the company a bona fide oil company (Storting Proposition No. 109, 1983–84; Recommendation to the Storting No. 290, 1983–84). Hydro was praised for how it solved the operatorship role, not least with important innovations that increased the amount of oil extracted from the wells. Hydro’s takeover of ÅSV in 1986 was another important step in the industrial policy. A merger had been in the works for a long time. The Labour Party had wanted this merger to take place for decades, to no avail. However, Hydro rejected a merger, and demanded a takeover of ÅSV—and more importantly here, that the state’s ownership should continue to follow the principles of the Hydro model (Lie, 2005). The Conservative Party had no issues accepting these conditions—rather the opposite, and Hydro’s takeover was presented as a privatization of ÅSV.

The wing-clipping weakened Statoil, but the major overruns at the Mongstad refinery proved even more significant. It was indicative to many that Hydro withdrew from the Mongstad project in 1986, fearing major overruns. The wholly-owned Statoil, however, continued investing heavily, which caused the company to lose considerable amounts of money, damaging its reputation. The overruns led to the resignation of the board and the company’s powerful leader, Arve Johnsen, in 1987. This was a significant blow to Statoil in particular and state operations in general. Willoch used the opportunity to propose that the state should partially privatize Statoil, based on the template of the Hydro model (Willoch, 1987). The Labour Party was far from ready to accept such a proposal, and was instead concerned with the Conservative Party’s responsibility for the Mongstad scandal and the issues that were piling up at Kongsberg (Førde, 1987). For Willoch and others, this illustrated the main problem with state operation: firstly, that the companies had no owners, i.e. that there was no involvement of private shareholders, who would have been terrified of damaging overruns; second, that it was futile to believe that the state and politicians could play the role of shareholder.

Mongstad was important, but the truly significant banner cause for the Labour Party, and one which ended up symbolizing the party’s change with regard to industrial policy and state ownership, was the crisis in Kongsberg Våpenfabrikk (KV). The company experienced strong growth through the 1970s, increasing sales from NOK 200 million in 1969 to NOK 2.4 billion in 1985 (NOU 1989:2). The previously mentioned Hauge and Lied played key roles, and the company had many accomplishments within technology and products, but profitability was poor. In October 1986, KV requested NOK 600 million in fresh state capital, accompanied by the promise that this would be enough to get the company on a solid financial footing. However, after the oil price drop in 1986, money grew
tighter. In addition, there were many who questioned whether the transfers would put KV on an even keel. One of the skeptics was the company’s shop steward, and later LO head, Roar Flåthen (Øyangen, 2014).

Eventually, Minister of Industry Finn Kristensen lost faith in KV’s management. The head and board were therefore replaced by a board consisting solely of business people, apart from employee representatives. The new chair of the board Karl Glad set the tone: he and Kristensen fully agreed that KV needed change and, not least, an orientation toward profitability. A highly symbolic meeting took place when the old industry strategists Hauge and Lied met with Prime Minister Gro Harlem Brundtland and Kristensen. “True to form, Hauge offered up a long monologue which emphasized the historical dimensions as well as the industry and defense policy sides of the issue”, writes Knut Øyangen in the history of KV, “Finally, the Prime Minister leaned over to look at the Minister of Industry’s watch—the time of the old guard was literally over.” (Øyangen, 2014).

KV did not go bankrupt; in 1987, a composition solution was determined to be the path forward. This was dramatic for KV, but most people believe it was for the best that there was a growth through the crisis in Kongsberg after the change in approach (Øyangen, Sogner, and Petersen, 2014). It was perhaps equally important as a signal to other state-owned industries that one could no longer ask the state to cover deficits in the companies. This became particularly important during the years around 1990. An underlying point, which was challenging for the Labour party to articulate clearly, was that large sections of industry faced extensive and painful restructuring processes. In Norway, nearly 120,000 industrial jobs disappeared between 1975 and 1990; in Oslo alone, 13,000 industrial jobs disappeared during the financial crisis of 1987–1992 (Statistics Norway, 2003). There was no way to bypass this adjustment; as an example, thousands of industry jobs disappeared as a result of the digitalization of the telecommunications industry. It would be challenging for the state to be left with the responsibility for this. This was most likely an important reason why the Labour Party wanted to scale down its involvement in industry policy and to leave adjustment and restructuring to the market.

The Conservative Party and representatives from businesses had a more principled argument against state operation and for the value of putting private owners in charge of state-owned companies, especially in the context of the financial crisis at the end of the 1980s. The Conservative Party accepted that the state would remain a major owner in Norwegian business and industry, and thus that the Hydro model should be the norm. Willoch talked about the model as a suitable vaccine “against the disease that, based on experience, afflicts pure state companies”
(Wiloch, 1986). “I believe in the Hydro model,” said the Conservative Party’s Else Bugge Fougner in a comment on the major losses in state companies (Aftenposten, 1987). In 1988, Per Kristian Foss said about Statoil that “the Conservative Party wants to gradually develop the state oil company into a Hydro model with mixed state and private ownership” (Foss, 1988).

The Conservative Party’s strong resistance to the Hydro model from the post-war era was thus a thing of the past. It was now viewed as a private version of state ownership, and a good and realistic alternative to privatization. In a longer article in Dagens Næringsliv in 1990, several people advocated for a partial privatization of Statoil. The company’s CEO, Harald Norvik, said that it was too soon, but added that there was “no doubt that Norsk Hydro, at the moment, appears to form a school of thought and point out the final goal for the reorganization of Norwegian state companies” (Dagens Næringsliv, 1990). This was expressed, for example, in the partial privatization of Raufoss Ammunisjonsfabrikker in 1990 (Raufoss Ammunisjonsfabrikker, 2009).

The Labour Party, however, was far from ready for partial privatization of Statoil, and it took some time before the party embraced the Hydro model. On the other hand, the party took the initiative to modernize the state in several ways. The so-called Hermansen Committee’s official report on “A better organized state” (NOU 1989:5), was particularly important, and laid the foundation for a general market correction of large parts of the public sector, including “liberalization and deregulation of the energy, telecommunications and post sectors, among others” (NOU 2012:2). This reflected a general skepticism to state governance and bureaucracy, primarily on the grounds that public producers did not receive signals from the market and/or from challenging owners (Arnesen and Hagen, 2008).

At the same time, it was important that European integration followed these steps, and that Norway adapted to this. Despite these trends, the development in the 1990s would involve a more critical view of private owners and private business and industry.

9.5 THE 1990S: PRIVATE DOWNTURN, STATE BOOM AND CORPORATE GOVERNANCE

In the 1970s and 80s, crises in state-owned industry dominated the debate on ownership in Norway, and led to the state’s retreat. This changed with the banking crisis in the years around 1990, when privately-owned banks squandered billions of kroner on bad—and in part outrageous—banking operations (Lie, 1998; Knutsen, Lange, and Nordvik, 1998). The bank losses are not entirely comparable with the
losses from Mongstad, as an example, because parts of the banks’ losses were recouped when the (real estate) market recovered. Nonetheless, the losses in Stat-oil and KV were modest compared with the total bank losses, which were said to have amounted to NOK 76 billion (Hernes, 2008). In addition, several Norwegian companies lost considerable sums on foreign acquisitions in the 1990s. Kvaerner’s acquisition of Trafalgar House and Saga’s acquisition of Santa Fe, both in 1996, did not align with the corporate governance of vigilant private shareholders who were afraid of losing their money. Most notorious was the insurance company Storebrand’s attempt to buy the Swedish Skandia, which ended with the company being placed under public administration (Christensen et al., 2017). In many ways, banking and insurance had been the symbol of private capital in Norwegian business and industry, and these industries were now on their knees. This undermined the narrative that if one only allowed private owners, this would be a guarantee against the building of empires and vast financial losses. The narrative about the Hydro model was confirmed by the fact that it became the mode of rescue for failed banks.

In this connection, the Labour Party’s Karl Eirik Schjøtt-Pedersen recommended the “Hydro model” for the banks that were now owned by the state after the banking crisis. “The reason is that we do not want hard-handed governance. The banks must be operated commercially” (Aftenposten, 1991). In 1993, the Socialist Left Party’s Eilif Meland warned against what would happen when “the EEA Agreement enters into force”, because “then these shares will be freely negotiable.” A Hydro model could then ensure a national anchoring (Aftenposten, 1993). The state was left with a considerable ownership interest in DnB after the banking crisis; the other large banks in Norway were purchased by foreigners. It was agreed across the political spectrum that the state was necessary to ensure that the largest Norwegian bank, DnB, remained in the hands of Norwegians. The old KV was split into several companies, including Norsk Forsvarsteknologi, which was listed on the stock exchange in 1993 and renamed Kongsberggruppen in 1995. The state was left with 50 per cent of the shares. The Conservative Party’s Foss said that he was not “allergic to state equity” and noted that “the Hydro model [was] in fact an excellent way for the state to contribute long-term capital”, not least because “the company’s performance is constantly measured in the share market through the fact that it is listed on the stock exchange” (Bergens Tidende, 1995).

6. The EEA Agreement is Norway’s—along with Iceland and Liechtenstein—agreement with the EU, that provides it with access to the “Internal Market”, and which stipulates that Norway must adopt most EU legislation concerning the single market.
In the 1980s, the wing-clipping and Mongstad overruns at Statoil had dominated the news. The news coming from the company became less dire in the 1990s. In fact, there were several people who praised the Norwegian model for oil and gas exploration and management, in which Statoil played a key role (Sejersted, 1997). Not least, Statoil’s significance in helping develop the Norwegian supplier industry was emphasized. The fact that the company was run more commercially under Norvik’s leadership in the 1990s was noticed, with a more trim and specialized organization (Lerøen, 2002; IAKH, 2016). At the same time, the private company Saga was floundering after its acquisition of Santa Fe. The company was taken over and split between Norsk Hydro and Statoil in 1999. Yet again, a cleanup was needed after a private failure. Saga’s shareholders were paid in Hydro shares, which meant that the state’s ownership interest in Norsk Hydro was reduced to 43 per cent. In the late 1990s, however, Statoil suffered another misstep with the Åsgard field. The overruns totaled NOK 17 billion, and led to the resignation of the CEO—Norvik—and the board in 1999. At this point, Norvik had already worked intensely for a partial privatization for some time, and the Åsgard overrun became yet another argument for listing the company on the stock exchange (Eger, 2008; Lie et al., 2014; Storsletten 2018).

Before we get to that, we must briefly cover Televerket’s development. For the Conservative Party, the agency had been a popular scapegoat throughout the post-war era (Christensen, 2006). Now, the very same organization, without private owners, had gained a completely different reputation. “At the end of the 1980s, we were so pleased with ourselves,” said Televerket’s Kåre Aarvik, “that the only thing we lacked was the Lord’s official blessing. We were living in the clouds, and not entirely without reason.” (Aarvik, 1993). Around 1990, Norway had one of the world’s best and most efficient and modern telecommunications networks, and the old agency was ready to make investments in other countries (Thue, 2006; Christensen, 2006). The Labour Party’s former Minister of Industry, Kjell Holler, who had been at the forefront for the modernization as general director, believed in 1990 that if Televerket was to privatize parts of its operations, a Hydro model was the way to go (Holler, 1990).

In the first half of the 1990s, the discussion regarding Televerket’s company structure was important; in 1994 it was renamed Telenor and converted into a public corporation. Grønlie points out that this structure—the public corporation—was a compromise that appeased both supporters and opponents of a strong state. The opponents viewed this as an expression of increased freedom that weakened state influence. Those who wanted a strong state saw this as an adaptation to the prevailing liberalization and globalization, but without relinquishing state control.
over central organizations and enterprises in society (Grønlie, 2001). In 1996, Holler’s successor, Tormod Hermansen, wanted a partial privatization of Telenor. One of his reasons signaled a new era as regards the view of ownership. He said that with “private owners we would be continuously monitored by players in the international capital market, and that would give us an added pressure that would have a positive impact” (BT, 1996). A few years would pass before Hermansen got his wish. Next we will take a look at one final key trend in the 1990s.

The developments in the 1990s contributed to a more nuanced view of the value of state and private owners. The more positive attitude regarding the state and state ownership is an important value-related part of the broad political support for state ownership. However, this did not mean that the state controlled the companies more; rather the contrary. The principles relating to a need for an arm’s length relationship between politics and business were strengthened, and the value of competent and active owners was emphasized by many (Jakobsen et al., 2001). The many scandals in private businesses in Norway and in other countries were actually explained by weak private governance. In the USA, corporate governance had been a topic since the 1970s, but was not widely discussed in the rest of the world until the 1990s (Cheffins, 2015; Christensen et al., 2017). The UK led the way in Europe; several scandals there meant that enterprise management and corporate governance were given high priority, and the “Cadbury Report,” among other things, was important (Maclean 1999; Lie et al., 2014). Corporate governance was considered a remedy against managerial capitalism and too-strong administrations. Corporate governance principles were considered particularly important for institutional owners, and these increased in scope. These types of general corporate governance principles have also become normative for the state’s exercise of ownership, and are stipulated in the state’s “10 principles for good ownership” (Storting Report No. 22, 2001–2002). In other words, this yields less room for the state to influence the companies as owner.

An important part of corporate governance literature is related to the value of the market monitoring that the company is subject to. Market monitoring was emphasized as a significant argument for the partial privatization of Telenor and Statoil in 2000 (Storting Proposition No. 66, 1999–2000; Storting Proposition No. 36, 2000–2001; Lie et al., 2014). Apart from the fact that, presumably, it would lead to more efficient operations, it was also perceived as a democratic benefit that such large and powerful companies were followed more closely by the market, and therefore by the media. This could result in better governance of the compa-

7. They have subsequently been somewhat revised in Storting Report No. 27 (2013–2014).
nies, such as if Statoil was immediately forced to disclose information that was sensitive and relevant to the stock market. This entailed, for example, that if there was a risk of major overruns in projects, the market would be informed. With Mongstad fresh in the memory and major overruns in connection with the development of the Åsgard field in 1999, this was important to Statoil. That point is less convincing now, as Statoil was allegedly late to provide information about the overruns in the Snøhvit field, which took place after it was listed on the stock exchange (Evju, 2008).

The value of active ownership has also been emphasized by many. However, there may be grounds to differentiate between an active industrial and active financial ownership. By industrial ownership, we refer to the fact that the owners have opinions about the operation of the company, such as markets, technology, vertical integration, and so on. By active financial ownership, we refer to the owners stipulating requirements for profitability, returns, capital structure, and transparency. Institutional owners are usually relegated to an active financial ownership; the same usually applies to companies with diversified ownership. Large parts of the corporate governance literature deal with this type of active ownership. In companies with concentrated ownership, one usually sees a combination of industrial and financial ownership. The state is dominant in the companies we are discussing here, so it is a concentrated ownership; nevertheless, the state acts as an institutional owner. It is a firmly established principle that the state shall not interfere with the operation of the companies, but limit itself to an active financial ownership. This was, for example, clearly expressed in the proposition that formed the basis for Telenor’s listing on the stock exchange, where the state made it clear that it will focus “on questions relating to capital structure, profitability and dividend policy, with an emphasis on long-term profitable business development and value creation for shareholders.” (Storting Proposition No. 66, 1999–2000).

Another important trend from the 1990s and beyond was that several players in business and industry came forward to praise and support extensive state ownership, as long as it was conducted in a professional manner. Former chair of the board in Hydro, Einar Kloster, said in 1997 that a long-term and major owner such as the state “gives Hydro considerable stability” (Christensen, 2003). After the many scandals around the new millennium, Statoil’s CFO, Inge K. Hansen, claimed that state ownership could be a guarantee against “Enron conditions” because the state had a more long-term perspective (Aftenposten, 2002a). Many have stressed the value of the state as a long-term owner at a time when managers and investors were mostly concerned with the next quarterly figures. Previous
CEO of Statoil, Harald Norvik, stated in 2014 that the “state ownership in Norway is remarkably successful” (Aftenposten, 2014).

Finally, in 2001, the non-socialist parties formed a government with support from the Progress Party, a party that had been a consistent opponent of state ownership since it was established in the 1970s. An important item of the Conservative Party’s government platform was the reduction of state ownership. The party wanted to keep a large enough share in most companies to protect against a takeover, but believed that ownership could be significantly reduced in several companies, and expected support from the Progress Party. However, the Progress Party changed its platform in 2002 on the grounds that the Norwegian state had a wealth of money in its Petroleum Fund. In Aftenposten, the Progress Party’s Christian Tybring-Gjedde wrote that the Conservative Party was stuck in the past: “With a rich state and just a few rich private capitalists, we are choosing to take a new approach” (Tybring-Gjedde, 2003). However, the party’s Øystein Hedstrøm believed that it made “no sense for the state to sell out of strategically important Norwegian companies, putting profits of nearly NOK 80 billion in the Petroleum Fund which will then buy minority interests in international companies” (Aftenposten, 2002b). With this, the Progress Party became the final party in the Norwegian political landscape to embrace state ownership and the Hydro model.

Equally importantly in our context, these two arguments have been central to the justification for the extensive state ownership in Norway. To cover the last point first, in other countries a common argument for privatizing state industry was that the state needed money; this is not the case in Norway. Next, Norway lacks private owners who could take over the state’s shares. This is an expression of the fact that Norway is a country of modest economic differences. A good picture of this was provided in the book Staten som kapitalist (The state as capitalist) from 2014. At that time, the market value of the state’s shares in listed companies amounted to about NOK 650 billion. At the same time, if one were to add up the fortunes of “the 100 first entries on (the magazine) Kapital’s list of the wealthiest Norwegians,” it amounted to about NOK 580 billion (Lie et al., 2014). In other words, a massive transfer of wealth would have to take place if Norwegian capitalists were to take over parts of the state’s shares. One of the arguments for reducing the wealth tax in Norway is in fact to create Norwegian ownership centers (Fasting, 2013; Vinje, 2014). One can only speculate whether this type of argument would be better received if state ownership in Norway was perceived as more problematic.
9.6 CONCLUSION

The form of state ownership chosen in Norway, with the state acting as a private shareholder, and with the promise to respect minority shareholders, is important in and of itself. It is also essential as perhaps the most decisive reason for considerable state ownership in Norway today. A significant reason for the support of the Hydro model is that there is a prevailing perception that the model is able to safeguard multiple considerations: a solid, long-term national anchoring to the companies, married with private shareholders’ and the market’s profitability requirements. In the same way as Grønlie claimed with the public corporations, the model is acceptable to both supporters and opponents of a strong state. Herein lies the background for much of the broad political support of state ownership and the Hydro model. Those who are skeptical to a strong state perceive the model and partial privatization of Telenor and Statoil as the state becoming smaller. Supporters of state involvement see this as a way to ensure that the state plays an important role and retains control.8

Although we could indicate this as a partial conclusion—that state ownership is supported for different reasons—we still know too little about how the attitudes regarding state ownership vary over time among interest groups and parties. It is difficult to know what the Labour Party believed and believes about questions of principle relating to how the market economy and capitalism work. One reason is that the party has embraced so many different groupings that there have been different perceptions. Moreover, the party has rarely seen any benefit to making clarifications of its principles. This certainly applied in the 1980s and 1990s, where the party became more positive toward the market, and correspondingly more skeptical toward active state business policy. The Conservative Party, on the other hand, preferred to explain how and why private owners were valuable, and how and why state involvement could be problematic. However, the party is not as clear on why they support state ownership or, put differently, why the party believes that national ownership in certain companies is important. This has contributed to making the debates on state ownership feel like a form of shadow boxing: one has often been more concerned with arguing against the opposing side, instead of arguing for one’s own viewpoints. This is even more reason for further research regarding which political motives and incentives lie behind the support of state ownership.

Einar Lies is right that the state enjoys a high level of trust in Norway. At the same time, the very support for the Hydro model is an expression of a lack of trust

8. Grønlie 2001 and Christensen 2003 make the same point.
that the state could run companies efficiently without contributions and corrections from private players and the market. So, it is equally a question of confidence that the state will actually be able to comply with the principles of the Hydro model—or the principles of good corporate governance—in modern terms. An important feature of Norwegian politics today is that the politicians place limitations on their freedom to take action, for example through the fiscal policy rule and corporate governance principles; the fact that the state ties itself to the mast.

A more positive angle on this is that the politicians are able to stick to guidelines over time, and that they can be trusted. Although the Storting’s Committee on Scrutiny and Constitutional Affairs has contributed to the noise in recent years, an important reason for the support of the state ownership is that the state is generally able to comply with the principles of good ownership. Therefore, further research should take a closer look at the causes of this. This is, for example, important for the question of whether this model is suitable in other countries.

The Labour Party was always a proponent of state companies having a greater degree of freedom, both to avoid parliamentary responsibility, but also to ensure the companies had commercial freedom. It should also be mentioned that the state had considerable influence over the largest companies in the post-war era anyway, through negotiations and agreements on leasing power, licenses, tax conditions, and so on. This secured the state an influence that made it unnecessary to activate the ownership in the companies. This changed from the 1980s. Firstly, the requirement for transparency and equal treatment became more important, which meant that the state could not use leasing power, licenses and regulation to the same extent as policy instruments to influence the companies. Furthermore, the state had relatively less influence in companies such as Hydro, Yara and Telenor, where increasingly large parts of the operations took place abroad. Several people have questioned whether it is right for the state to own companies with such extensive foreign operations. An important question in this context will then be what value these companies have for Norwegian business, industry, and society in general. This would be a natural area for further research.9

Finally, state ownership should be placed in the international research as regards it being a de facto expression of a concentrated ownership in the companies, while the exercise of governance is characterized by being a small institutional owner. One thing is that this could yield weak governance of the companies—that the state is not watchful enough. Another is that the state becomes reluctant to have an opinion as owner out of fear of violating the principles of

9. Sverre Herstad has already done some important work in the field (Herstad and Jonsdottir, 2006).
sound corporate governance. If state ownership is linked with state weakness, it could lose its support over time. There should, therefore, be more research on the different preconditions for both the state ownership and for governance.
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Chapter 10
The Economics of Auditor Regulation

JOHN CHRISTIAN LANGLI AND MARLEEN WILLEKENS

ABSTRACT  Financial statement auditing is useful as it provides assurance about the reliability of financial information that firms issue. To protect companies’ stakeholders and to safeguard audit quality, financial statement auditing is heavily regulated. We explain why and when auditor regulation is necessary and warranted, and discuss important recent changes in auditor regulation, such as mandatory audit firm rotation in the EU. We also identify a number of auditing-related issues that require further deliberation.
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10.1 INTRODUCTION
External (financial statement) auditors provide assurance about the reliability of the financial information that companies issue. This information can be used by shareholders and other stakeholders for decision making—for example, to decide whether to buy or sell shares in the company, or whether a loan should be granted or extended to the firm. It is the management of the company that prepares the company’s financial statements. Many stakeholders do not have financial and accounting skills to judge whether the information that management provides is reliable. Moreover, even if they have so, they do not have access to the inside information that corroborates the financial statement information. Company management may have incentives and opportunities to “lie” about the true economic condition of the firm, and to provide financial information that is distorted. External auditors are technical experts that can mitigate this information risk by investigating the financial statements of a company and the underlying transactions, and attesting to whether the financial information that management provides is reliable or not. Financial statement auditors should be independent from the firm
to avoid collusion with management, and their main role is to provide assurance to the users of the financial statements that the latter are reliable.

Financial statement auditing is a professional, economic and regulated activity executed by individuals with the help of audit technology (Hay, Knechel, and Willekens, 2014). All these aspects of auditing are interrelated and jointly affect what the eventual quality of an audit will be. An audit is conducted by professionals who have acquired the specific skills and knowledge necessary to perform the audit, and who possess the appropriate license to mark themselves out as a professional. In the course of an audit, specialized technology is used to augment the professional expertise of individuals. Further, audits are economic goods in the sense that a market exists to match those who will supply an audit with those who would demand an audit. In that market, auditors compete with each other to obtain new clients. However, audits and the audit market are also very heavily regulated. Who needs an audit, who can supply an audit, and the conditions under which the two parties can contract for audit services are all subject to various forms of regulation. There is also a risk of litigation against the auditor in the case of malpractice. Because auditing is a human activity conducted by individuals, the quality of a specific audit is conditional on individual auditor characteristics, the incentives that auditors face, as well as the audit (and audit- and accounting-related) regulation. Given all these aspects, auditing is a complex phenomenon to study and understand.

There exists a rich academic literature that investigates the various drivers that affect financial statement auditing and audit quality (for reviews, see DeFond and Zhang, 2014; Francis, 2004; Langli and Svanström, 2014; Lennox and Wu, 2017; and Vanstraelen and Schelleman, 2017). In this chapter, we will only zoom in on economic theories that relate to audit regulation and how regulation has developed. Auditing is heavily regulated, and both demand and supply/production of auditing is subject to various forms of regulation. In the past decade in particular, we have seen a large increase in auditor-related regulation globally as various accounting and auditing scandals triggered deeper audit regulation under the premise of improving audit quality. The best-known example is the Sarbanes-Oxley Act in the United States. The latest European audit legislation (European Union, 2014 a and b) is one of the more recent regulatory changes that fits under this umbrella. It is worth noting that the new regulation primarily concerns audits of public interest entities (PIEs) such as banks, insurance companies and listed companies, and the audit firms that serve these companies. For non-PIEs and audit firms that only audit non-PIEs, the regulation has hardly changed. And in countries with mandatory auditing for non-listed firms, which is the case in, e.g., the EU and Norway, regulation has been eased as small companies are now allowed to opt out of auditing.
This chapter proceeds as follows: Next, in section 10.2, we discuss the economic theory of audit regulation. Section 10.3 describes important new audit regulations that have been put in place in the aftermath of the financial crisis of 2007–2008. We limit our discussion to the developments in the EU and the United States. In section 10.4, we identify research opportunities related to audit regulation, and point to a severe challenge for auditing researchers, namely their lack of access to relevant data from audit firms and regulatory bodies.

### 10.2 ECONOMIC THEORY OF AUDIT REGULATION

There are various theories of regulation. In this section, we will only focus on economic theories that apply to the audit setting.

#### 10.2.1 WHY IS THERE AUDIT REGULATION?

According to economic theory of regulation, there is a prima facie case for regulatory intervention when there is market failure that is accompanied by private law failure (Ogus 1994). Market failures are usually caused by lack of adequate information, lack of competition or by externalities, and exist when the quantity or quality of a good supplied differs from the socially efficient outcome. In such cases, government regulation that moves the private output of a good closer to the socially efficient solution can improve social welfare (efficiency) in a Pareto sense. Applied to the market for audited financial information, market failure exists if the output of audited information in annual reports or distributed via other corporate communication channels is non-optimal in a Pareto sense in the absence of audit regulation (Eilifsen and Willekens 2008).

An early rationale for audit regulation was to protect the users of financial information (i.e. the investors), as they were presumed not to have perfect access to company information (see, for example, Watts and Zimmerman 1986). Disclosure choices of accounting information might create negative external effects (or externalities\(^2\)) to
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1. Note that it is only a prima facie, and not a conclusive, case for such intervention. The reason is that the regulatory solution may be no more successful in correcting the inefficiencies than the market or private law, or that any efficiency gains to which it does give rise may be outweighed by increased transaction costs or misallocations created in other sectors of the economy.
2. Although ‘market failure’ and ‘externality’ are related concepts, and sometimes used interchangeably, they are not synonymous. Market failure can be caused by externalities, but can also be caused by other factors, such as monopoly situations, public goods, and informational asymmetry (see, for example, Cooter and Ulen, 1988).
users of this information, for instance by not providing adequate information about bonus plans for top management, or the terms of sale and leaseback transactions. In general, an externality exists where an action of one economic agent affects the utility of another in a way that is not reflected in the market place (Just et al., 1982: 269). Losses to financial statement users due to resource allocation decisions based on defects in *audited* financial statements that the auditor did not detect or report, could be seen as an ‘externality’. Directors and the external auditors can thus be considered as jointly responsible for ‘hazardous’ or misleading financial reporting. The externality is aggravated by informational asymmetry. Directors and external auditors have more information about the value of the firm than external parties. In addition, the delivered audit quality by auditors cannot be observed by clients and third party users of financial statements. The social objective of audit regulations and liability could be seen as means to correct for various externalities created by directors and external auditors such that total social utility is improved. Policies adopted to correct for hazardous financial reporting behavior—that is, the behavior of the directors—will necessarily have an impact on audit demand, since the directors are the ones who acquire audit services. Policies adopted to correct for externality-generating audit behavior will necessarily affect audit production—or the behavior of the auditor (Willekens, Steele and Miltz, 1996).

10.2.2 DIFFERENT TYPES OF REGULATION IN THE AUDIT CONTEXT

Ex ante regulation and ex-post liability are two very different approaches to control for activities (such as the production of audit services) that create risks of harm to third parties or externalities. From its beginnings, the literature on optimal regulation has focused on alternative types of ex ante policies, such as safety standards, Pigouvian taxes, and transferable permits. Ex ante policy instruments modify behavior in an immediate way through requirements that are imposed before, or at least independent of the actual occurrence of harm, and are public in nature (Shavell 1984). Ex ante rules can be pronounced directly by the state through laws, or the state can delegate its authority to another body. In the context of audit regulation, an ex ante policy that applies to the auditee is the statutory audit requirement, or the obligation to appoint an external financial statement auditor to attest the reliability of the financial statements. For the auditor, the auditing standards—International Standards on Auditing (ISAs), or local professional auditing standards—could be seen as a form of “ex ante rules.” As opposed to disclosure standards—those, for instance, included in the International Financial Reporting
Standards (IFRSs)—auditing standards are rather general in the sense of stressing objectives rather than precise auditor actions to reach those objectives. In addition, auditor independence regulations, such as the prohibition to perform certain non-audit services for audit clients, and the requirement for audit firms to rotate every so many years, are other examples of ex ante standards. Note that by setting very precise ex ante standards, audit standards become less vague at the risk of being mis-specified. For example, by forbidding auditors to perform certain non-audit services to clients, audit quality need not necessarily be improved; the opposite may even occur. The reason is that audit quality may improve due to spillover effects obtained from providing non-audit services.

The second policy instrument, namely liability in tort, works through the deterrent effect of damage actions that may be brought after harm has occurred, and hence is private in nature (Shavell 1984). The threat of suit causes the potential injurer to internalize the expected social harm and, hence, to take optimal precaution. In the audit case, this would imply that audit liability is an incentive for the auditor to produce an optimal level of audit quality. It is only since the 1980s that researchers have also analyzed the ability of exposure to ex post liability to correct for externalities. The basic premise of law and economics is that legal rules create implicit prices on behavior, and that the responses of individuals and organizations to those prices can be analyzed in exactly the same way that responses to explicit prices can be analyzed (Ulen 1993). The threat of litigation to audit firms can, thus, be expected to affect audit production behavior because auditors are incentivized to provide audits of sufficiently high quality. The potential liability of corporate management (that is, the directors) to third parties might also affect the demand for auditing services and other monitoring mechanisms. It is, however, important to realize that alternative liability regimes may affect behavior of auditors and auditees differently, and may result in alternative resource alloca-

3. Cooter (1991), for example, points that the elaboration of price theory by mathematical economists took the legal framework for granted. Liability law is, however, an important mechanism for allocating resources. Nowadays, economic theories tend to understand liability law as a search for efficiency in incentives and risk bearing.

4. The “deep pocket” hypothesis states that larger audit firms have greater incentives to provide high quality audits than smaller audit firms because they have more wealth at risk (Lennox 1999; Khurana and Raman 2004). Top management may therefore prefer large audit firms, such as EY, KPMG, Deloitte and PWC (often referred to as Big Four), because better audit quality reduces litigation risks. A large body of literature shows that Big Four audit firms provide audits of higher quality than other audit firms (DeFond and Zhang 2014).

5. Such as strict liability versus a negligence standard, or joint and several liability versus proportionate liability (Naravanan 1993; Schwarz 1998).
tions, some of which might not be socially efficient. A similar remark holds for alternative legal environments, such as common-law systems versus civil law systems. An obvious question is which enforcement mechanisms work as a deterrent against unwanted auditor behavior in environments where ex post liability is less prevalent, as is the case in various European countries.

Note that Willekens et al. (1996) analyze the joint use of ex ante standards and ex post liability in the auditing setting. They also study the impact of uncertainty (or vagueness) about auditor due care (negligence) on audit quality, and the role of the professional auditing standards, Generally Accepted Auditing Standards (GAAS), in such a setting. They show that the vagueness of legal negligence standards can either have a positive or negative effect on audit quality, and that this depends on the level of vagueness (or precision). Relatively little (substantial) vagueness will have a positive (negative) impact on audit quality as compared to the situation where negligence standards are clear. It is shown that clear GAAS accompanying a vague legal negligence standard have a positive impact on audit quality or effort. As the precision of audit regulations and the importance of ex post liability is not constant across countries, the impact of audit regulation and ex post liability on audit behavior can be expected to be very different across the globe. One may then wonder why the new auditor independence rules (see below) are so similar in most countries.

10.3 AUDIT QUALITY AND CONTEMPORARY HOT ISSUES IN AUDIT REGULATION

In this section, we will discuss some key aspects of contemporary audit regulation in Europe. Note that most of these regulations are also important outside Europe, and where relevant we will elaborate on this. In 2006, the European Commission issued its Statutory Audit Directive (European Union 2006) that aimed at a high level of, but not full, harmonization of the statutory audit function in the EU. A major aim was to enhance a uniform level of high audit quality across the EU member states. In the aftermath of the financial crisis of 2007–2008, the European Commission (EC) questioned the adequacy of its legislative auditing framework in the EU. The EC launched a Green Paper (European Commission, 2010) to open the debate on potential measures to further enhance the audit function in order to contribute to financial stability.6 The EC stressed the key function of auditing in
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6. For discussions of the Green Paper, see Brasel et al. (2011), Humphrey et al. (2011) and Quick (2012).
re-establishing trust and market confidence, and its contribution to financial sta-
bility, investor protection, and the reduction of costs of capital. Particular empha-
sis was given to auditor independence as a core value of statutory auditing, as well
as the risks caused by the high supplier concentration in the audit market (Kohler,
Quick and Willekens, 2016). After the publication of the Green Paper, the Euro-
pean Commission initiated a public consultation, which finally resulted in the
amendment of the Directive on statutory audits of annual accounts (European
Union, 2014a) and the EU Regulation on specific requirements regarding statu-
tory audit of public-interest entities (European Union, 2014b). Other key aspects
of this EU regulation include the independent oversight (auditor inspections) on
the activities of statutory auditors and audit firms, and the launch of extended
auditor reporting on the financial statements of public interest entities.

10.3.1 AUDITOR REGULATION AND AUDIT QUALITY

All audit regulations share at least one common objective: they aim to improve
and/or safeguard a high level of audit quality. However, regulators do typically not
specify what constitutes audit quality. Before discussing various key auditor reg-
ulations, we zoom in on the concept of audit quality itself. In the auditing litera-
ture, audit quality is often defined as the ability of the auditor to detect material
misstatements in the financial statements (which depends on the auditor’s compe-
tence) and his/her willingness to issue an appropriate audit report based on the
audit findings (which depends on his/her independence). A standard reference is
DeAngelo (1981: 186), who defines audit quality as the “market-assessed joint
probability that a given auditor both discovers (a) breach in the client’s accounting
system, and (b) reports the breach.” A feature that characterizes audit quality is
that it is unobservable for parties not involved in the audit, including regulators,
as the details of the audit (production) process, such as audit planning, risk assess-
ments, performed audit procedures, and evaluation of audit evidence, are not pub-
licly disclosed (Eilifsen and Willekens 2008). The only observable output of the
statutory audit is typically the audit report, and in most cases, this is an unqualified
(clean) opinion including boilerplate jargon.

Causholli and Knechel (2012) argue that the audit service exhibits credence fea-
tures, and hence can be seen as a “credence good”, which implies that not only dis-
tant shareholders and stakeholders, but even the audited company (management)
itsel, cannot observe the audit quality supplied. Their arguments are as follows:

Two aspects of the audit production process suggest that the audit may have
significant credence attributes. First, the outcome of an audit is unobservable. The audit risk model is based on the assumption that the residual risk that the auditor will fail to detect one or more material misstatements always exists (AICPA1983) so the actual level of assurance achieved can never be known (O’Keefe et al., 1994; Knechel et al., 2009). Second, the idiosyncratic and uncertain nature of the audit process means that only the auditor can decide how much effort to exert and evidence to gather to satisfy professional auditing standards. The auditor diagnoses the extent of service required (planning) and provides the actual service (testing). Although, the auditee may have some insight into his/her own risk of material misstatements, the auditor establishes the audit scope based on professional judgment.

DeFond and Zhang (2014) also emphasize that audit quality is difficult to measure because the amount of assurance auditors provide is unobservable. On the contrary, various consequences and characteristics of the audit process are observable. DeFond and Zhang (2014) argue that audit quality improves financial reporting quality by increasing the credibility of the financial reports. As a result, audit quality is a component of financial reporting quality, and it is difficult to distinguish between the two. It is important in this context that financial reporting quality is not only determined by audit quality, but also—and even mainly—by the firm’s financial reporting system and the firm’s innate characteristics, such as the quality of its operations and governance. DeFond and Zhang (2014) make a taxonomy of audit quality proxies used in the audit literature and distinguish between two categories: 1) measures based on the output of the audit process, such as auditors’ reporting conservatism (e.g. going concern reporting for distressed firms), and financial reporting quality; and 2) input-based measures, such as auditor type or audit fees.

All in all, it is widely believed that audit quality is a multi-faceted concept that is largely unobservable. As a result, we argue that it is largely unobservable whether (stricter) auditor regulations actually enhance high audit quality (or some aspects of it), even though regulators claim they do.

10.3.2 AUDITOR INDEPENDENCE REGULATIONS

To enhance high audit quality, regulators typically impose auditor independence requirements. Two important such requirements are: 1) prohibition of the joint supply of certain types of non-audit services to audit clients; 2) mandatory rotation of the lead audit partner, as well as the audit firm, at specified intervals.
Prohibition of the supply of non-audit services. The joint supply of audit and non-audit services by the (incumbent) auditor has been a topic of debate for many years. The 2014 European Regulation tightened the prohibition of the provision of non-audit services by auditors for PIEs. A blacklist of prohibited non-audit services was introduced, as well as the pre-approval requirement by the audit committee for the provision of other non-audit services. Furthermore, a cap is placed on the fees auditors are allowed to earn related to non-audit services: these can maximally amount to 70% of the average audit fees earned on the audit engagement during the previous three years. Note that the Sarbanes-Oxley Act in the United States also bars auditors from providing non-audit services, but that no cap on fees from non-audit services has been introduced.

Mandatory audit partner and audit firm rotation. The 2006 EU Statutory Audit Directive prescribed that lead partners on audit engagements in public interest entities be rotated at least every seven years. Note that in the United States, a partner rotation rule of five years has been in place since the Sarbanes-Oxley Act. According to critics, partner rotation may not be a sufficient means to enhance auditor independence. Accordingly, the 2014 EU Regulation further tightened rotation rules for PIEs in the EU as it prescribes that audit firms should be rotated at least every 10 years. By way of derogation, Member States may extend audit firm tenure to 20 years where a public tendering process for the statutory audit is conducted, or to 24 years in the case of joint audits. While mandatory audit firm rotation was mainly installed to enhance auditor independence, it could actually also reduce auditor concentration if it provides opportunities to mid-tier and smaller firms to compete with the Big Four. Note that there is no audit firm rotation requirement in the United States. Even though the average audit firm tenure in publicly listed firms is not higher than the 10- to 20-year limits imposed by the EU, some firms stay with the same audit firm for a very long period of time. One notable example is Barclays, which had PwC as its auditor for a period of 120 years. In 2015, PwC was replaced by KPMG in order to comply with the new EU regulation (Wallace 2015). For banks and other large or complex companies, long audit tenure is a rational decision as there are significant switching costs involved when clients hire a new auditor.

---

7. Examples of services on the blacklist: Tax services; designing/ implementing internal control systems related to financial information; valuation; and services linked to financing and capital structure (for further details, see e.g. Ratzinger-Sakel and Schönberger 2015).

8. The average audit firm tenure is 7.3 years (5.4 years) in countries classified as high (low) litigation risk countries in Brooks, Cheng, Johnston, and Reichelt (2017).
10.3.3 REGULATORS’ CONCERNS ABOUT THE AUDIT MARKET STRUCTURE AND LACK OF COMPETITION AMONG AUDIT SUPPLIERS

Regulators around the world have repeatedly expressed concerns about the high level of supplier concentration in the audit market, and question whether the degree of competition is sufficient. Article 27 of the 2014 EU Regulation (European Union, 2014b) addresses the monitoring of market quality and competition, and prescribes the European Competition Network (ECN) to regularly monitor the developments in the market, and in particular to monitor market concentration levels (amongst other things). Article 17 of the Regulation also included the requirement of mandatory audit firm rotation. In the USA, on the contrary, the GAO report (2008) was much milder as there were no recommendations formulated to address auditor market concentration: “The level of market concentration also does not appear to be affecting audit quality as many of our survey respondents and those we interviewed said that audit quality had improved, which some attributed to the Sarbanes-Oxley Act” (GAO report, 2008, p. 5).

The ongoing concerns about supplier concentration in the audit market are a result of the consolidation in the audit industry, which mainly took place during the last two decades of the last century. The last big incident in this context was the collapse of Andersen in 2002. While supplier concentration in the audit market is definitely high, it should not be confused with a lack of competition in that market. From the industrial organization literature we indeed know that Cournot competition models show that market concentration could proxy for competition. Cournot models, however, assume that products are homogeneous (Cabral, 2000) and that suppliers compete on quantity (that is, suppliers are price takers). When suppliers compete on prices, Bertrand models of oligopoly are more appropriate. Consistent with this view, Dedman and Lennox (2009) and Numan and Willekens (2012) argue that there are both theoretical and empirical problems with using concentration as a measure of competition. Note that there is some evidence of (imperfect) oligopolistic competition in the audit market. For example, Numan and Willekens (2012) provide empirical evidence that Big Four audit firms compete by product differentiation as they are able to charge higher fees when they are industry experts in the client’s industry, but in addition to that, they are also able to charge an additional fee premium the larger the market power they have vis-à-vis their closest competitor.
10.3.4 INDEPENDENT OVERSIGHT ON THE ACTIVITIES OF STATUTORY AUDITORS AND AUDIT FIRMS

In this section, we zoom in on the question of what mechanisms are in place to ensure that audit firms fulfill their duties and perform independent audits in accordance with applicable regulations, as the new regulations have also significantly altered the system of auditor surveillance. Prior to the Enron scandal in the U.S., the auditing profession used their own system of peer review to ensure that members of the profession adhered to the professional standards. In many countries in the world, similar national systems of peer review existed. This era of self-regulation ended in the U.S. after the accounting scandals of Enron, WorldCom and Tyco, and the subsequent introduction of Sarbanes-Oxley Act in 2002. Paramount in this context was the establishment of the Public Company Accounting Oversight Board (PCAOB), which is one of the first independent audit regulators in the world set up to "oversee the audits of public companies in order to protect the interests of investors and further the public interest in the preparation of informative, accurate, and independent audit reports". The PCAOB inspects audit firms that have more than 100 listed clients annually, while audit firms with less than 100 listed clients are inspected triennially. In the U.S., there is no independent oversight of audit firms that only audit non-listed firms.

Other countries followed the example of the U.S. with regard to independent oversight over the audit profession, and changed their view about the appropriateness of self-regulation of the audit profession. As a result, oversight bodies that are independent from the national audit profession have been established worldwide since 2000. In particular, 52 independent audit regulators are today members of the International Forum of Independent Audit Regulators (IFIAR), which was established in 2006. The mission of IFIAR “… is to serve the public interest and to enhance investor protection by improving audit quality globally. The overall objective is to: 1) Share knowledge of the evolving audit environment and the practical experience of independent audit regulatory activity. 2) Promote collaboration and consistency in regulatory activity. 3) Provide a platform for dialogue with other international organizations interested in audit quality.”

It is interesting to note that the responsibility of auditor oversight and surveillance remained a national matter within the EU. This is somehow inconsistent with several other regulations that moved up to the European level, such as the mandatory application of “International Financial Reporting Standards (IFRS) as

9. https://pcaobus.org/About/History/Pages/default.aspx
10. https://www.ifiar.org/about/#who-we-are
approved by EU” for PIEs as a common reporting language in the financial statements, without any possibility for EU Member States to insert individual adjustments. As for auditor oversight, however, the new 2014 regulation only mandates that each country has a “competent body” with responsibility for oversight of auditors. The EU has also established the Committee of European Auditor Oversight Board (CEOAB). The role of CEOAB “is to strengthen EU-wide audit oversight, which is a key objective of the new EU legislation on statutory audit that took effect on 17 June 2016.”

10.3.5 EXTENDED AUDITOR REPORTING REQUIREMENTS FOR PUBLIC INTEREST ENTITIES

Historically, auditor reports have used standard language merely attesting to whether the audited financial statements are consistent with the relevant GAAP (Generally Accepted Accounting Principles) or not, and no information is provided about the potential risks an audited entity may face (except for the going concern risk). Over the past decade, various regulators and standard setters, such as the European Commission, the International Auditing and Assurance Standards Board (IAASB) and the PCAOB, have started initiatives to improve the auditor’s reporting model and to enhance transparency. In the EU, new regulation on extended auditor reporting has applied since 17 June 2016, i.e. for audits of financial statements for periods beginning on or after that date. Concretely, the enhancement of the auditor’s report draws on developments at the international audit standard setting level and the new Auditor Reporting Model (particularly ISA 700 Revised and ISA 701) issued by the International Auditing and Assurance Standards Board (IAASB) and which, in the meantime, has also been introduced by the PCAOB in the US. The main feature of the new Auditor Reporting Model is the introduction of so-called Key Audit Matters (KAM). The identification and communication of KAM according to ISA 701 is mandatory for the audits of listed entities only. A description of the Key Audit Matters includes the most significant assessed risks of material misstatement, including assessed risks of material misstatement due to fraud, a summary of the auditor’s response to those risks, and, where relevant, key observations arising with respect to those risks and reference to the relevant disclosures in the financial statements (European Union, 2014b). Further enhancements (beyond the Key Audit Matters) to the auditor

report include a statement on auditor independence and an explanation of the extent to which the statutory audit was considered capable of detecting irregularities, including fraud. Even if the EU regulation does not explicitly use the notion of KAM, it is widely recognized that the EC requirements and the approach taken by the IAASB are generally consistent.

10.4 FUTURE RESEARCH OPPORTUNITIES: IDEAS AND CHALLENGES

The audit profession defines the purpose of an audit to “enhance the degree of confidence of intended users in the financial statements” and to express an opinion “on whether the financial statements ... give a true and fair view in accordance with the [accounting] framework” being used to prepare the financial statements.\(^\text{12}\) To help ensure that this purpose is met, the accounting profession, as well as policy makers and regulators, have implemented many standards and rules that govern the audit process. However, it is not at all clear whether the regulations work as intended, and whether the recent more burdensome and costly regulations have indeed improved audit quality. In this section, we very briefly point to some critical issues for research, as well as challenges that hinder such research.

**Empirical cause and effect analyses of audit regulations.** The recent changes in the EU regulation enable researchers to observe and study how and whether auditor behavior changed in the aftermath of these new regulations. Regulatory changes make it possible for researchers to capture the relationship between causes (for example, lack of auditor independence) and consequences (audit quality) in a cleaner way. Relevant research questions are the following: Does mandatory audit firm rotation indeed increase audit quality? Does a cap on fees earned from non-audit services by the incumbent auditor increase audit quality? Does audit quality improve after a country has strengthened its system for surveillance of auditors, and is the improvement related to the strength of a particular legal system and/or other characteristics specific to the country, company, or audit firm? Does the new extended format of the audit opinion increase investors’ confidence in companies’ financial statements? As time goes by, and as more observations from the post-implementation period accumulate, researchers will be able to assess whether the aims of the new regulations are being met.

**Looking beyond first order effects of regulatory changes via analytical research.** Policy makers and regulatory bodies seem to have a tendency to prioritize first order effects—that is, the immediate effects we observe after new regu-

lations are installed. However, immediate effects may cause other things to change as well, or, in other words, second order effects are likely too. Analytical research has the potential to analyze both types of effects the regulatory changes may bring about. An example of such analytical research is a study by Bleibtreu and Stefani (2017) on mandatory audit firm rotation. In the U.S., the United Kingdom, and many EU countries, more than 90 percent of large listed firms are audited by the Big Four audit firms (Francis et al., 2010), and regulators are concerned about the high level of supplier concentration in this market. One concern is that the high market concentration of Big Four audit firms represents a systemic risk in the audit market and hence a threat to financial stability. At the same time, regulators are concerned that auditors are becoming too familiar with their clients and thus not able to perform independent audits. As a means to both decrease audit market concentration and increase auditor independence, the EU introduced mandatory audit firm rotation. Bleibrue and Stefani (2017), however, show that the regulators’ goals of simultaneously decreasing client importance and audit market concentration are in direct conflict. Thus, the sum of first and second order effects may be different from what was expected by the proponents. Analytical modeling may clarify under which conditions regulations can be expected to have the desired outcome, and when there are reasons to believe that adverse effects may dominate.

Secrecy, a major hindrance to auditing research’s full potential. A key challenge in auditing research is the lack of access to relevant data from regulatory bodies and audit firms. For example, without access to working papers from audit firms, it is not possible—or at least, it is very difficult—to assess the effect of the audits on, for instance, earnings quality and earnings management (Lennox et. al 2015), or to understand why engagement partners within the same audit firms deliver audits of different quality (Gul et. al. 2013).

Regulators in different countries inspect audit firms and a selection of their clients on a regular basis. Through the inspections, the regulatory bodies gather knowledge about audit firm behavior and discover areas with deficiencies. Their work and findings are surrounded by secrecy and confidentiality. Researchers and regulators (national bodies as well as IFIAR and CEOAB) could work

13 This causes problems not only for researchers, but also for regulators themselves, because audit quality inspections may involve audit firms located outside the jurisdiction of the regulatory body. “Many American companies have major operations in China, and what goes on in those audits is quite opaque to US regulators and investors” according to Lewis H. Ferguson (Chair of the Global Public Policy Committee Working Group of the International Forum of Independent Audit Regulators (IFIAR)) (Tapestry Networks, 2015, p. 6).
together to analyze the effectiveness of inspections. Are some inspections more efficient than others, and why? To whom should findings be communicated, and in what form? Would public disclosure of audit deficiencies strengthen audit firms’ incentives to provide audits of sufficiently high quality? There are substantial variations among countries in how inspections are conducted and how findings are communicated, and lessons will be learned only if researchers are able to tap into the rich knowledge base that resides with the regulators and the audit firms.

10.5 CONCLUSION

The shock created by the Enron scandal spurred increased auditor regulation and surveillance of listed firms and their auditors. The financial crises in 2007 and 2008 once again renewed regulators attention on auditors, as the latter “… gave no warning of the banking crises” (UK House of Lords, 2011: 5). In an inquiry held by the House of Lords in the United Kingdom, a representative of the Big Four audit firms stated that they had carried out their duties properly. The House of Lords commented (p 40): “In the light of what we now know, that defence appears disconcertingly complacent. It may be that the Big Four carried out their duties properly in the strictly legal sense, but we have to conclude that, in the wider sense, they did not do so.”

The dissatisfaction of policy makers with how the market for auditing services operates has led to new and tighter auditing regulation. In this chapter, we have described the most important initiatives. Researchers have the opportunity to analyze to what extent the new regulation increases audit quality, but in order to do so they have to overcome a serious hurdle: Access to relevant auditing data. As we argued above, audit quality is for the most part unobservable, except for those that actually do the audit and those that inspect the auditors. Thus, in order to gain a better understanding of how audit quality is impacted by regulation, we call on audit firms, regulators, and researchers to join forces, collaborate and share experiences, insight, knowledge and data.
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Deciding, incentivizing and innovating
Chapter 11
From Creativity to Innovation:
Four Leadership Lessons about Capitalizing on High-Potential Ideas

MIHA ŠKERLAVAJ

ABSTRACT  Creative ideas fuel modern organizations and are increasingly salient in times of change. However, novelty—one defining characteristic of creative ideas—is associated with risk. That being said, highly creative ideas tend to represent the most potential, relative to the value they add to organizations and their members. How can leaders increase the odds of successfully transforming high-potential creative ideas into innovative realities? This chapter reviews the most current research findings on optimizing high-potential creative ideas to render the innovation advances they promise. It summarizes and exemplifies the following four leadership lessons: 1) change agents, 2) supportive leadership, 3) integrating multiple perspectives from assorted stakeholders, and 4) facilitating creative employee behavior in the workplace. Research suggests that effectively capitalizing on high-potential ideas in organizational settings requires active leadership that involves a mastery of the competencies of relevant change agents, as the development of new ideas requires rigorous in-context management of the change process. Leaders need to show two-dimensional support of tasks and individuals, not only to provide resources and assistance as needed, but also to facilitate proactive behaviors by challenging employees to depart from the status quo. The successful leader, above all, recognizes that capitalizing on creativity is a social process that requires contributions from multiple viewpoints, and that various stakeholders need to be involved.
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11.1 INTRODUCTION

We can’t solve problems by using the same kind of thinking we used when we created them.

– Albert Einstein

The BI Norwegian Business School’s celebration of its 75 years of existence corresponds with many unprecedented challenges that we face as societies, organizations, and individuals. Some literature (Rittel and Webber, 1973) refers to issues as “wicked problems”, a term that refers to a class of ill-formulated social-system problems characterized by ambiguous information, multiple clients and decision makers with conflicting preferences, and thoroughly confusing ramifications for and within the whole system. At the societal level, the United Nations (UN, 2015) declared 17 sustainable development goals (accompanied by 149 targets) that, with a vast scope, including the following, as expected: eradication of poverty, zero-level hunger, universal good health and well-being, clean energy and water, protective climate action, reduction of inequalities, decent work opportunities. However, the UN’s list of goals included additional items that represent complicated and higher-order goals, such as promoting sustainable industrialization and fostering innovation, to name just few. At an organizational level, strategic priorities include digital transformations, technological advances (artificial intelligence and big data), the automation and robotization of work, disruptive business models, gradually-evolving organizational cultures, new agile and design-oriented methods of working and thinking, and the development of change-agency capacity. Individuals perceive such goals as dual challenges, reflecting both opportunities and threats that impose a need to make sense and meaning of new realities. The cards are being reshuffled, as some authors assert that we now face the fourth S-curve or a fourth industrial revolution, powered by new raw material (data), new machines (systems of intelligence, particularly artificial ones), and new business models (Frank, Roehrig, and Pring, 2017).

Although the UN explicitly frames innovation as one of its sustainable development goals, I argue that creativity and innovation are as integral to the problem as the solution. Much of the trouble with innovation processes derives from the so-called innovation paradox, which refers to the following observation: while innovation requires both the creation and implementation of novel ideas, the same conditions that favor the creation of novel ideas often impede the process of implementing those ideas (Miron-Spektor, Erez, and Naveh, 2011). While new societal, organizational, and individual challenges require innovative solutions, creativity has yet to become a sufficient precondition for the resolution of our societal challenges.
Despite their potential utility, high-potential ideas aimed at solving wicked problems typically depart from the status quo, and therefore tend to be perceived as radically novel, even threatening. They square with many intuitive organizational and psychological barriers, including the “not-invented-here syndrome” (Katz and Allen, 1982) and middle status conformity (Phillips and Zuckerman, 2001). Consequently, high-potential ideas are less likely to be deployed than ideas that are only moderately novel—and thereby represent lower potential for innovative solutions (Škerlavaj, Černe, and Dysvik, 2014). One particularly vivid example is entomophagy, the emerging industry of edible insects (Nurmohamed and Harrison, 2016), which has the potential to feed many more individuals in a much more environmentally-sustainable way than our current nutritional strategies. While the practice of eating insects may be less unusual in Eastern cultures, Western cultural reactions to the prospect tend to be strongly negative, often involving a sense of revulsion. To wit, while we certainly need innovative ideas, the simple novelty of such ideas will not suffice.

From a perspective that regards organizations as platforms for coordinated human activity (Barnard, 1968), I invite the reader to focus on the role organizational leaders assume in the process of capitalizing on high-potential ideas. The central research question of this chapter revolves around how organizational leaders can promote successful capitalization on highly creative ideas with the potential to resolve the challenges of the modern world. This cutting-edge literature review is based on a book project (Škerlavaj, Dysvik, Černe, and Carlsen, 2016) generated by an impressive spectrum of thinkers—42 researchers from 28 organizations, in 13 countries across four continents—all of whom focus on identifying the actions most capable of effectively deploying the creativity intrinsic to high-potential ideas that depart significantly from the status quo. This chapter narrows its focus to interpret four critical lessons for innovative leadership, summarize current literature about the most advanced modes of employing the innovation process, and furnish implications for practical leadership strategies and techniques.

### 11.2 Leading High-Potential Creative Ideas to Innovation

Capitalizing on creativity is not analogous to traveling down a one-way street embellished with sequential moments of glory, where ideas can grow from birth to realization, without regard for disruptions or obstacles (Černe, Carlsen, Škerlavaj, and Dysvik, 2016). Actual journeys from creativity to innovation (Van de Ven, 1999) are far messier, because ideas are seldom static when they confront and
interact with the people interested in applying them. In fact, it is far from unusual to generate metaphors related to creative and innovative work that refer to maze behavior, or hiking toward a hostile, mountainous terrain that keeps the ultimate goal hidden from sight (Fisher, Pillemer, and Amabile, 2017).

Regardless of the domain, most research on creativity regards it as a combination of novelty and potential utility (Amabile, 1996; George, 2007; Simonton, 2004). Intrinsic to the very concept of creativity is the belief that, for an idea to be authentically creative, it must be deployed in the field and highly valued by key stakeholders (Csikszentmihalyi, 1999); mere novelty is not adequate enough. In agreement with recent literature reviews on idea generation and idea implementation (Anderson, Potočnik, and Zhou, 2014), and aiming to theorize about novelty and utility as dimensions of creativity (Berry, 2012), I propose the term high-potential ideas to refer to ideas that are, first, highly novel, relative to the mainstream and second, have high potential utility for the key stakeholders. Paradoxically, key stakeholders are often unaware or unwilling to recognize the utility of high-potential creative ideas, as illustrated by the foregoing example of the entomophagy industry. The perceived potential utility and the actual potential utility of ideas are rarely the same. Furthermore, ideas are rarely born in their most novel or useful forms; rather, they become novel or useful, as people work on them—expanding, molding, amplifying, reiterating, sharpening, and intermingling them in order to distill and intensify their most valuable components and implications (Carlsen, Clegg, and Gjersvik, 2012). As such, capitalizing on high-potential ideas requires achieving mastery of the labyrinthine process by which high-potential ideas are led carefully toward their embodiment as innovations, and that (along with other prerequisites and boundary-condition facilitation) involves active leadership.

What kind of leadership (and what sort of following) is conducive to more effective capitalization on high-potential ideas? The four key lessons for leaders of the innovation process (according to multiple contributions to the recently edited book project) are delineated in Figure 11.1. This chapter therefore aims to elaborate on, and exemplify, each of the four leadership lessons. First, introducing innovations and capitalizing on high-potential ideas requires the consistent championing of ideas (Černe, Kaše, and Škerlavaj, 2016) and the development of change-agency skills that involve a deep understanding of context, process, and the nature of the change that will be necessary to capitalize on the new idea. Second, supportive leadership (Buch and Kuvaas, 2016; Černe, Škerlavaj, and Dysvik, 2016) can improve the odds for successfully capitalizing on high-potential ideas, by providing both task- and role-oriented support related to dimensions of
resource allocation, motivational prompting, and role modeling. Third, capitalizing on creativity is a multi-player game (Mørk and Hoholm, 2016), in which the ability to observe the scene from different angles is essential. Leaders must understand and receive instruction in their role as facilitators, employing different idea-work methods, including agile and design-based thinking (Rauth and Nabergoj, 2016). Fourth, leaders must construct working environments that inspire employees to demonstrate and reach for their highest proactive potential (Hudovernik, Škerlavaj, and Černe, 2016).

FIGURE 11.1. Four leadership lessons about capitalizing on creativity

11.2.1 LESSON ONE: CAPITALIZING ON HIGH-POTENTIAL IDEAS Requires CHANGE AGENTS

Capitalizing on high-potential ideas is essentially a process of change management. The content of such processes consists of capitalizing on ideas that are perceived as departures from the status quo, and this require leaders to act as agents within the context of this pursuit of change. High-potential ideas are never born in a vacuum, and they invariably compete (and connect) with other ideas for time, man-hours, brainpower, finances, and other resources needed for successful capitalization. High-potential ideas also have consequences for extant ideas and the people associated with them. Schön (1963) goes so far as to claim that ideas must
either find a champion or die. All of this implies the substantial importance that
attaches to the interpersonal processes that revolve around successfully capitalizing
on a high-potential idea. In practice, human agency represents the realized
capacity of people to act upon the world in a purposive and reflective manner, and
to acknowledge an emergent need to remake that world, if they will continue to
live within it (Inden, 1990).

Markham and colleagues (1991) describe innovation change agents or idea
champions as strong advocates for a project who generate positive behavioral sup-
port for an innovation during its development in the face of organizational neutral-
ity or opposition. The literature cites a wide variety of forms, names, and special
cases of innovation change agents. Internal agents of change stand tall, elevated
above the crowd by their vision and focus, and work actively to build coalitions,
seek sponsorship, and ultimately aim toward legitimizing an idea. Creative “boot-
leggers” are those organizational members who take the initiative to work on ideas
in the absence of formal support (or even the awareness of upper management)
with the aim of benefiting the company (Criscuolo, Salter, and Ter Wal, 2013).
Similarly, corporate “smugglers” experiment, evolve their methods, and endeavor
to include others, instead of pushing creative ideas through organizations by force
(Lempiälä, 2011). Stealth innovators operate under the radar (Miller and Wedell-
Wedellsborg, 2013), quietly hidden from supervisors in their pursuit of innova-
tion; this operating mode is exemplified by the change agency involved in the con-
ception of outsourcing tasks, rather than entire jobs, at a global pharmaceutical
company.

The change agent arrived at the idea by using his own experience and a human-
centric approach toward innovation to unburden knowledge-workers of the grunt
work associated with direct on-click outsourcing (e.g., slide preparation, data
entry, and analysis) to trusted partners. He stayed under the radar for one year, and
actively spent this time developing the proposed service, while accumulating evi-
dence in favor of its utility, and gaining allies to support his ultimate disclosure of
the work. Then, he went public, received funds, and even attained a formal role
attached to the new service, which he had successfully innovated. While this is a
relatively straightforward case, in which a single individual championed the idea
he came up with in the first place, one that is analogous to Grant’s (2017) idea of
originals, many organizational realities involved with capitalizing on high-poten-
tial ideas are substantively more complex and often intuitively distinguish
between the tasks of idea ownership and idea championing.

Whether above or below the radar, these forms of change agency aimed at cap-
italizing on high-potential creative ideas entail an extraordinarily high level of
commitment from either leaders or team members. The crux of change and innovation leadership competencies largely consists of timing actions appropriately in a given organizational context in order to determine the best possible fit between actions, context, and content of a high-potential creative idea. The major role of change agents involves the engagement of (Ford, Ford, and D’Amelio, 2008; Sonenshein and Dholakia, 2012) the intended recipients of the change, focused on conquering the shortcomings of still-prevalent top-down approaches to change management (Kotter, 2007), which rarely function effectively when successfully capitalizing on ideas requires winning people’s hearts and minds. Luckily, the competencies associated with change agency and change leadership can and should be sharpened by instruction and practice.

11.2.2 LESSON TWO: CAPITALIZING ON HIGH-POTENTIAL IDEAS REQUIRES SUPPORTIVE AND HELPFUL LEADERS

Leaders must serve as change agents for innovation; they also need to empower others to contribute to capitalizing on high-potential ideas. One important way they can do this is by practicing supportive supervision, which can be defined as the degree to which employees believe their supervisors authentically value their contributions and care about their well-being (Eisenberger, Stinglhamber, Vandenberghe, Sucharski, and Rhoades, 2002). It involves both task- and relationship-oriented behavior, in the same way that it involves both instrumental and socio-emotional forms of support (Amabile, Schatzel, Moneta, and Kramer, 2004). Supportive supervisors enable their employees to capitalize on high-potential creative ideas by providing resources, motivational support, and serving as role models.

In terms of resource allocation, supportive leaders provide employees with access to those resources necessary for successful implementation of ideas; providing such resources might involve rendering the optimal amount of time, advice, funds, equipment, and connections to experts and implementers. Motivational support refers to the stimulation of employee perceptions of competence and relatedness, while role modeling increases the perceived challenge (as opposed to hindrance) by having managers demonstrate innovation-related behaviors themselves.

Some recent exemplary behaviors include helping employees navigate complex tasks, (i.e. providing deep help; Fisher et al., 2017), guiding or path-clearing as a way of providing external help with complex tasks related to capitalizing on high-potential ideas, and providing meaningful feedback (Harrison and Dossinger,
As one leader puts it “(leading innovation)… is often about removing obstacles (including those in people’s minds) and securing resources.” (—Marc O’Neill, from Liedtka, 2009).

11.2.3 LESSON THREE: CAPITALIZING ON HIGH-POTENTIAL IDEAS REQUIRES OBSERVING THE SITUATION FROM DIFFERENT ANGLES AND INTEGRATING MULTIPLE PERSPECTIVES

Early work on creativity emphasizes the role of different perspectives in generating creative output. The random variation model of creativity postulates that idea generation (i.e., creativity) derives from divergent inputs that increase variance across ideas, thereby raising the odds that one of the group’s ideas will be a radical breakthrough, clearly streaking toward a successful creative product. More recent work (Harvey, 2014) has put forth a theoretical dialectical model that regards the integration of group member perspectives—identified as “creative synthesis”—as the foundation for novel, breakthrough, high-potential ideas. Team members must combine their resources and capacities, at the cognitive (i.e., the abilities of individual members to generate ideas), social (i.e., the specific composition of the group), and environmental (i.e., the extent to which the organizational environment supports and motivates group members) levels to promote the creation of extraordinary output. While creative synthesis is a prerequisite for this output, it does not, by itself, suffice as a mode to ensure capitalization on high-potential ideas. When breakthrough ideas move from creative teams into the broader organizational space, they need help from all available quarters to take flight.

In their study of a global consumer products company, Rauth and Nabergoj (2016) describe design thinking (Brown, 2008) as a multi-actor sense-making process for capitalizing on high-potential breakthrough ideas. On this journey, ideas confront many internal and external stakeholders, who often hold conflicting views. One example was a project that dealt with illegally pirated copies of products, aiming to develop ideas about suitable technique to frustrate counterfeiters and cause them to cease their efforts to copy company brands. This organization hosted a series of workshops that derived and applied the following set of practices: 1) iterative engagement of functionally and hierarchically diverse individuals; 2) heterogeneous composition of teams; 3) iterative involvement of individuals, teams, and groups, and 4) exposure to, engagement with, and action within the context of conflicting views (one at the time). As a key leadership lesson aimed at promoting capitalization on high-potential creative ideas, value attaches to design thinking when it is functionally applied as a mode of describing precisely how such capitalization operates when leaders actively facilitate human-centered inno-
innovation journeys (Kolko, 2015) aimed at dealing with wicked problems. However, it might be noted here that for a high-potential idea to be worthy of the efforts to capitalize on it, the idea must make sense to a variety of internal and external stakeholders. In turn, this requires handling a set of views that are often conflicting, or at least confused, in an iterative and experimental fashion that resembles several of the innovative working methods suggested by lean startup (Osterwalder and Pigneur, 2010) and the innovator’s method (Furr and Dyer, 2014). To ensure that breakthrough ideas actually emerge, it also requires getting stakeholders across organizational hierarchy levels involved at a relatively early point in the process, due to an increased sense of ownership, commitment, and access to cognitive, social, and environmental resources.

Theoretical (Hernaus, 2016) and empirical work (Černe, Hernaus, Dysvik, and Škerlavaj, 2017) related to job characteristics suitable for creative and innovative work, respectively, have explored the differences between job design related to these two disparate types of work. Comparing job characteristics that share, at a minimum, the capacity to facilitate either idea generation or idea implementation reflects a primary distinction between certain types of job design that derives from the disparate social characteristics of certain jobs. Job designs more suitable to (i.e., idea implementation) capitalizing on high-potential ideas require more social interaction, increased task interdependence, and intensified social support; more creatively-focused job designs are comparatively solitary (although conventional notions of the lonely genius no longer actually apply), but recent work on the relational job design model has suggested that creative workers can be motivated by prosocial conceptions of the meaning of their contributions. To wit, relational job designs (Grant, 2007) that promote feedback intrinsic to the job itself, while exposing the creative workers to the beneficiary of such contributions, can serve as powerful sources of motivation that facilitate the implementation-related tasks of capitalizing on creative work for the ultimate purpose of innovation.

Given the international nature of modern work, leaders and employees can benefit from further intercultural collaboration and the development of cultural intelligence (Bogilović, Černe, and Škerlavaj, 2017; Bogilović, Škerlavaj, and Wong, 2016). Cultural intelligence (Earley and Ang, 2003), which refers to the capacity to function effectively in culturally diverse environments, across meta-cognitive, cognitive, motivational, and behavioral dimensions, is a vital personal competency that is crucial to understanding and operationalizing the broad range of perspectives that organizational members must depart from if they are to enjoy success in their collective innovative endeavors. A recent meta-analysis (Taras, Steel, and Kirkman, 2016), which assembled all previous studies in accordance with
Hofstede’s typology of national culture, showed that 80% of the variation in work-related cultural values could be observed within countries, leaving only 20% of such variations at the international level; the analysis argues against falsely conflating work culture with national culture. It further implies that no room for cultural stereotyping exists in today’s world, and begs for considerably more emphasis on individual sources of cognitive and functional diversity, particularly in the context of work involving the generation and implementation of ideas. Furthermore, diversity does not, by itself, breed creativity (Hoever, Van Knippenberg, Van Ginkel, and Barkema, 2012), let alone make it possible to capitalize on it. Capitalizing on high-potential ideas thereby requires individuals with enough cultural intelligence to thoughtfully examine different perspectives, and leaders capable of making sense and meaning out of them.

11.2.4 LESSON FOUR: LEADERS NEED TO FACILITATE PROACTIVE EMPLOYEE BEHAVIORS

If a multiplicity of perspectives represents the flint of the creative process, than proactive employee behaviors are its fuel. Proactive employee behaviors include such descriptors as self-starting, anticipatory, long-term oriented, and persistent (Frese and Fay, 2001); these characteristics can be illustrated by behaviors like feedback seeking, voice, job crafting, taking charge, issue selling, and building social networks (Lam, Spreitzer, and Fritz, 2014). Proactive behaviors are increasingly regarded as critical components of high-caliber job performance (Cranth, 2000), and have been associated with desirable organizational outcomes, including creativity (Ohly and Fritz, 2010). Due to their persistent and resilient nature, proactive employee behaviors are important drivers that contribute to the success of capitalizing on high-potential ideas, as they move through organizational landscapes and beyond.

Hudovernik, Černe, and Škerlavaj (2016) used a grounded theory approach to study three cases from the automotive industry, and managed to develop a model that identified antecedents of the proactive employee behaviors needed to capitalize on high-potential creative ideas. At the individual level, previous research (e.g., Crant, 2000; Parker, Bindl, and Strauss, 2010) showed that individual-level antecedents can be organized within an ability–motivation–opportunity framework. Determinants of proactive employee behavior as organized within this framework are as follows: 1) proactive personality, personal initiative, taking charge (personality/ability); 2) role-breadth, self-efficacy, and cognitive-motivational processes (motivation), as well as 3) flexible role orientation, autonomy,
trust, social ties, task interdependence, task complexity, and coworkers’ proactive behaviors (opportunity). However, relying on personal dispositions and recruiting employees with proactive personalities may be necessary, but it is hardly sufficient. As a rule, organizations that are successful in capitalizing on high-potential creative ideas have a set of diverse and specific institutional practices that are aimed at motivating proactive employee behaviors. Some of the better-known examples of these enshrined practices include lean workshops that create a bridge between business functions, 20 keys for workplace improvements, ideation workshops and hackathons, IT platforms for innovation combined with off-line activities (such as innovation month), and daily audits; needless to say, these are a mere few among many. All such practices are coupled with personnel, one of who might be the designated innovation process sponsor, including a pool of trained innovation facilitators. Finally, yet crucially, top management philosophy in support of innovation complements all of the abovementioned antecedents to employee proactivity by communicating, visualizing and embodying innovation as an organizational value. Leaders that rely on employee proactivity should regard our model as a system of interconnected-activities operating on multiple levels: individual, team, and organizational.

11.3 PRACTICAL IMPLICATIONS

Research suggests that at least four groups of leadership competencies are required to successfully capitalize on high-potential creative ideas in organizational settings: active leadership that includes mastery of change agent competencies, as new ideas require contextual change process management; second, supportive leadership in task- and people-oriented dimensions, which not only requires leaders to provide resources and other types of support, but also demands that they challenge employees in a way that promotes movement away from the status quo; third, the facilitation of proactive employee behaviors; and fourth, leadership acknowledgement of the nature of capitalizing on creativity as a social process, which requires the involvement of multiple viewpoints and various stakeholders. Such skills, along with a great many more, comprise the role of leaders who wish to propel high-potential creative ideas on the journey toward rebirth as high-value-added innovative services, products, and solutions.

We can derive several practical implications from this. First, any leader in an organization that depends upon renewal, creativity and innovation, should be trained as a change agent. Vital to excelling at change agency is a nuanced understanding of the psychology of change followers and of change as a social process.
The most reliable approach is neither top-down nor strategy-in-the-clouds in terms of abstraction, but rather engaging and involving. Such training programs, as a rule, use experiential learning methods (i.e., case studies, simulations) in their on-the-job programs for broadened systematic training impact (Dysvik, Carlsen, and Škerlavaj, 2017).

Second, leaders must be selected, continuously trained, developed, and promoted on the basis of their supportive and helping behaviors. Despite the ongoing rhetoric that celebrates supportive leadership, studies (Hogan and Kaiser, 2005) continue to report a lack of such supportive leadership, with as many as two-thirds of respondent employees citing leadership as the worst aspect of their job. Significant change is needed, with greater emphasis on more employee-centered forms of leadership pointing toward the route of highest potential. Among them, one should note servant leadership (Greenleaf, 1977, 2002; Stone, Russell, and Patterson, 2004; Van Dierendonck, 2011) as the single leadership form that is directly focused on its followers. Equally important, however, is transformational leadership, with its focus on organization and strong association with innovative work behaviors (Hammond, Neff, Farr, Schwall, and Zhao, 2011). Concrete examples of behaviors required by leaders to improve the odds of capitalizing on high-potential creative ideas include so-called “deep help” (Fisher et al., 2017), where leaders both support and challenge innovation project members, “guiding a team through a difficult juncture by working with its members in several prolonged, tightly clustered sessions, and/or path-clearing by helping a team address a persistent deficit via briefer, intermittent sessions throughout a project’s life” (p. 3).

Third, capitalizing on high-potential creative ideas is a social process and a multi-player game. Leaders need to facilitate collaborative employee behaviors during and around innovation journeys. Some approaches shown to be productive are design thinking (Brown, 2009), relational job design, exposure to primary beneficiaries of work (Grant, 2007), cultural intelligence (Earley and Ang, 2003), reciprocity rings (Baker and Bulkley, 2014) and other tools for collaboration that facilitate perspective taking and heightened empathy (Škerlavaj, 2016). Stepping into the shoes of another person, acknowledging that person’s perspective, and determining the most suitable course for the innovation journey are prerequisites to benefiting from cognitive, functional, ethnocentric and other types of diversity, as such practices further increases the odds of capitalizing on high-potential creative ideas.

Finally, yet significantly, innovation journeys require persistence, grit (Duckworth, 2016), resilience, and self-initiated proactive employee behaviors. Selecting people who are predisposed toward proactivity is only part of the story. The
development of organizational practices and top management support that both favor employee proactivity constitutes much of the rest of the story representing the prerequisites for capitalizing on high-potential creative ideas as they meet organizational and environmental boundary conditions.

11.4 FUTURE DIRECTIONS

The journey to discover the ideal role of leadership for capitalizing on high-potential ideas is far from complete. The essential question, then, concerns the best and most necessary direction for the additional research. Some recent examples (e.g., Fisher et al., 2017; Perry-Smith and Mannucci, 2017) make compelling claims for the vast potential outcomes of future research about complex innovative work.

First, quantitative and qualitative research traditions will need to collaborate in additional research on capitalizing on high-potential ideas in order to bring practice- and process-based perspectives (Langley, 1999) closer to advances in multi-level theorizing and analysis (Kozlowski, Chao, Grand, Braun, and Kuljanin, 2013). With such a dual, yet integrated, approach, we will be able to understand the process of capitalizing on ideas in the context of a clear conception of how leadership and followership of creative and innovative work actually occur.

Second, when discussing leadership, creativity, and innovation, there should be an enlarged focus on the behaviors of leaders and followers. To what extent are leadership practices significant beyond what they say about intentions, attitudes, or traits? Some of the most recent studies focusing on deep help in complex and knowledge-intensive projects recognize leaders as facilitators. Essential skills, therefore, should involve respectful inquiry (Van Quaquebeke and Felps, 2016), as well as feedback giving and searching (Harrison and Dossinger, 2017; Harrison and Rouse, 2015).

In my opening remarks about the challenges and opportunities our society and organizations currently face, I argued that creativity and innovation could function as both the problem, as well as the solution. Generating breakthrough creative ideas is a job that has barely started. Capitalizing on high-potential creative ideas to address the challenges we all face requires mastering leadership competencies for innovative work. Leaders capable of rendering transformations in universal attitudes toward, for example, eating bugs and the emerging industry of entomophagy, will be leaders capable of addressing and meeting the challenges involved in sustainable development goals.
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Chapter 12
The Relative Efficiency of Extrinsic and Intrinsic Motivation
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ABSTRACT In this chapter, I review research on the consequences of extrinsic and intrinsic motivation, and conclude that intrinsic motivation is a far more efficient type of motivation than is extrinsic motivation. I also review research on the Job Characteristics Theory (JCT) and Self-Determination Theory (SDT) to pinpoint the most important antecedents to intrinsic motivation, and to show that highly performance-contingent pay can have a detrimental effect on intrinsic motivation, also outside the laboratory.
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12.1 INTRODUCTION
Motivation can be defined as “energetic forces that initiate work-related behavior and determine its form, direction, intensity and duration” (Pinder, 2008, p. 11). A recent meta-analysis shows that ability and motivation are similarly important to job performance, and that high levels of motivation can compensate for lower levels of ability (Van Iddekinge, Aguinis, Mackey, & DeOrtentiis, 2018). Most, if not all managers understand the importance of having a motivated workforce, but many think about work motivation as a unidimensional construct where the strength of the motivation is the key. In addition, managers have their own personal theories or assumptions about human motivation. McGregor (1960), for instance, argued that managers differed in their assumptions about an average employee at work. Theory X-managers assume that an average employee dislikes work and attempts to avoid work, needs direction, avoids responsibility, lacks ambition, and is motivated by self-interest and maximizing of income. Theory Y-
managers, however, assume that an average employee likes to work, has self-control and direction, seeks responsibility and is motivated to work well and to develop skills and abilities, and desires to participate in tasks that advance worthy organizational goals. Furthermore, Heath (1999) documented through three laboratory studies and one field study that people use lay theories that imply that they have an extrinsic incentives bias. People typically think that others are more motivated by extrinsic incentives such as pay and bonuses than they themselves are. At the same time, people think that others are less motivated by intrinsic “incentives” such as liking and enjoying work and verbal rewards than themselves. Such an extrinsic incentives bias may lead managers to engage in transactional and inefficient leadership behavior, and organizations to implement human resource management (HRM) practices that fail to motivate employees to desirable behaviors. Therefore, in order for managers and organizations to increase employee productivity and well being and organizational productivity, empirical research on employee motivation is crucial.

The chapter is organized as follows. First, I review research on the relative efficiency of extrinsic and intrinsic motivation. In the next main section, I describe the two dominating theoretical frameworks—Job Characteristics Theory (JCT) and Self-Determination Theory (SDT)—and empirical research within these frameworks to demonstrate the most important antecedents to intrinsic motivation. I then review research on the relationship between financial reward and both extrinsic and intrinsic motivation, before ending the chapter with a section on practical implications.

12.2 THE RELATIVE EFFICIENCY OF EXTRINSIC AND INTRINSIC MOTIVATION

So-called instrumentality theories of motivation have also treated motivation as a unidimensional construct, and relied exclusively on extrinsic motivation; that is, the desire to perform an activity with the intention of attaining positive consequences and avoiding negative consequences (E. L. Deci & Ryan, 2000). Reinforcement theory, for instance, posits that behaviors followed by a reinforcer (i.e., something that increases the desired behavioral response) are more likely to recur in the future (e.g. Stajkovic & Luthans, 2003). Expectancy theory (Vroom, 1964), predicts that individuals will engage in behaviors that are likely to lead to valued outcomes, to the extent that they perceive that they are capable to produce such behaviors. Even one of the most applied theoretical lenses in macro HRM research, the ability, motivation and opportunity (AMO) model, relies exclusively
on extrinsic motivation and does not take into account other types of motivation, such as intrinsic and prosocial motivation. Contemporary research knowledge, however, suggests the form of motivation may be more important than its strength. Although there exist numerous constructs to reflect different types of motivation, extrinsic motivation, intrinsic motivation, and prosocial motivation cover the most practically relevant forms of motivation at work and many other contexts, such as sports and education. The main topic of this chapter is intrinsic and extrinsic motivation, although prosocial motivation will be briefly discussed at the end of this section.

When extrinsically motivated, employees do something in order to receive something that is of value to them, such as a promotion, a pay increase or a bonus, or to avoid something negative such as a demotion or being laid off. In our own research, we have used the following items to measure extrinsic motivation (Dysvik & Kuvaas, 2013a):

1. If I am supposed to put in extra effort in my job, I need to get extra pay.
2. It is important for me to have an external incentive to strive for in order to do a good job.
3. External incentives such as bonuses and provisions are essential for how well I perform my job.
4. If I had been offered better pay, I would have done a better job.

Intrinsic motivation, in contrast, is the desire to perform an activity for its own sake, so as to experience the pleasure and satisfaction inherent in the activity (E. L. Deci, Connell, & Ryan, 1989). Thus, intrinsic motivation comes from performing the task, not the consequences of performing it. We have used the following items to measure intrinsic motivation (Kuvaas & Dysvik, 2009):

1. The tasks that I do at work are themselves representing a driving power in my job.
2. The tasks that I do at work are enjoyable.
3. My job is meaningful.
4. My job is very exciting.
5. My job is so interesting that it is a motivation in itself.
6. Sometimes I become so inspired by my job that I almost forget everything else around me.
Although intrinsic and extrinsic motivation can operate simultaneously, the two types of motivation are typically negatively related, although not strongly so (Dysvik & Kuvaas, 2013b; Kuvaas, Buch, Weibel, Dysvik, & Nerstad, 2017; Kuvaas & Dysvik, 2016). This means that either intrinsic or extrinsic motivation is predominant when employees are performing their tasks (Gagné & Deci, 2005; Weibel, Rost, & Osterloh, 2010). We already know from a meta-analytical study including more than 212,000 participants that intrinsic motivation is moderately to strongly related to work performance (Cerasoli, Nicklin, & Ford, 2014). Intrinsic motivation has also been found to relate strongly to human wellness across different domains (see Ryan & Deci, 2017 for a review). We have summarized research from organizations located in Norway including more than 11,000 employees and found that intrinsic motivation is, in addition to being positively related to work performance, positively related to organizational citizenship behaviors and affective organizational commitment, and negatively related to turnover intention and stress (Kuvaas & Dysvik, 2016).

In the remaining part of this section, I will review research that has investigated both intrinsic and extrinsic motivation to answer the question of whether one or the other is a more efficient form of motivation.

Relatively few studies have investigated both extrinsic and extrinsic motivation, but across several samples of sales people including more than 3,000 respondents, we found that intrinsic motivation was more than three times stronger positively related to work performance than extrinsic motivation, and more than twice as strongly positively related to organizational citizenship behaviors than extrinsic motivation (Kuvaas & Dysvik, 2016). In addition, intrinsic motivation was positively related to affective organizational commitment, whereas there was no relationship between extrinsic motivation and affective organizational commitment. Finally, extrinsic motivation was positively and intrinsic motivation negatively related to turnover intention. Thus, extrinsically motivated employees also think more about quitting, whereas intrinsically motivated employees think less about it.

In a recent study, we investigated the relative efficiency of intrinsic and extrinsic motivation in three different samples (Kuvaas, Buch, et al., 2017). In the first

1. Organizational citizenship behaviors are positive behaviors that are discretionary and not directly recognized by the formal reward system in the organization (Organ, 1997).

2. Affective organizational commitment refers to an affective or emotional attachment to the organization such that employees identify with, are involved in, and enjoy membership in the organization (Allen & Meyer, 1990). It is the component of commitment that is most strongly related to desirable work behaviors (Meyer, Stanley, Herscovitch, & Topolnytsky, 2002).
sample, consisting of 552 employees working in gas stations, intrinsic motivation was positively related, and extrinsic motivation negatively related, to supervisor-rated work performance after it was statistically controlled for tenure, gender, and the geographic location of the gas stations. In a cross-lagged study of more than 4,500 employees in the financial industry, intrinsic motivation at time 1 was associated with higher affective commitment and lower continuance commitment\(^3\), turnover intention, burnout, and work-family conflict at time 2. Extrinsic motivation at time 1 was, in contrast, associated with lower affective commitment and higher continuance commitment, turnover intention, burnout, and work-family conflict at time 2. This sample was controlled for several potentially competing variables such as gender, education, tenure, employment conditions, managerial responsibility, and pay level. The third and final sample consisted of 829 employees from a medical technology company and a company in the financial industry. In this sample, extrinsic motivation was unrelated to supervisor-rated work performance, but positively related to turnover intention, whereas intrinsic motivation was positively associated with supervisor-rated work performance and negatively associated with turnover intention. Thus, across three samples the most positive finding for extrinsic motivation is that it was unrelated to work performance in one of the samples.

In a sample of 885 Belgian employees, Vansteenkiste et al. (2007) found that an extrinsic work value orientation, which is similar to extrinsic motivation, was associated with lower job satisfaction, life satisfaction, and life happiness after it was controlled for age, education, pay, and overall work value orientation. In another sample, an extrinsic work value orientation was relative to an intrinsic work value orientation associated with lower dedication, job vitality and job satisfaction, and higher short-lived satisfaction, work–family conflict, emotional exhaustion and turnover intention.

Finally, in a decade-long study of over 10,000 cadets by Wrzesniewski et al. (2014) linking intrinsic and extrinsic motives to attend West Point Academy and career success, the stronger the extrinsic motives to attend West Point, the lower the probability of being selected for consideration for early promotion during the five years of mandatory service, and the lower the probability of remaining military officers beyond the mandatory five year period. The opposite was found for intrinsic motives. In addition, the stronger intrinsic motives to attend, the higher the probability of completing studies and of becoming commissioned officers.

---

\(^3\) Continuance commitment denotes the perceived costs associated with leaving the organization and is a component of commitment which is mainly associated with undesirable work behaviors (Meyer et al., 2002).
In addition to these studies, a number of studies that have investigated four to six subtypes of motivation found that the more autonomous motivation (where intrinsic motivation is the most autonomous), the better work performance and well-being at work (see E. L. Deci, Olafsen, & Ryan, 2017 for a review). The more controlled motivation (where extrinsic motivation is the most controlled), in contrast, the lower work performance and well-being, with a few exceptions that may be explained by problems with the measurement instruments (Kuvaas, Buch, et al., 2017).

Prosocial motivation refers to the desire to benefit others and has been found to be associated with higher levels of persistence, work performance, and organizational citizenship behaviors (Grant, 2008). Prosocial motivation is different from intrinsic motivation on three important accounts. First, intrinsic motivation is more autonomous and based on interest and enjoyment, whereas prosocial motivation is based more on conscious self-regulation and self-control to achieve a goal, such as a felt obligation to reciprocate or pay back favorable treatment from others. Secondly, when employees are intrinsically motivated, the work is seen as an end in and of itself, but when employees are prosocially motivated, they see the work as a means to the end goal of benefiting others. Third, when employees are intrinsically motivated, they focus on the work here and now, but when they are prosocially motivated, they are more oriented toward achieving a goal in the future. These differences make intrinsic motivation more pleasant and joyful than prosocial motivation, and Grant has found that intrinsic motivation reinforces the positive implications of prosocial motivation (Grant, 2008). For instance, the relationship between prosocial motivation, task persistence and work performance are strengthened when intrinsic motivation is high.

That intrinsic motivation can serve as a reinforcer has received relatively broad support. I found, for instance, a positive relationship between performance appraisal satisfaction and work performance for employees with high intrinsic motivation (Kuvaas, 2006a). For employees with low intrinsic motivation, there was a negative association between performance appraisal satisfaction and work performance. In another study, we found a positive relationship between perceived training opportunities and organizational citizenship behaviors only for highly intrinsically motivated employees (Dysvik & Kuvaas, 2008). Furthermore, we only found a positive relationship between perceived investment in employee development and organizational citizenship behaviors for employees with high levels of intrinsic motivation (Kuvaas & Dysvik, 2009). Finally, we found that highly intrinsically motivated employees shared knowledge independently of perceived training intensity, whereas employees with low intrinsic motivation only shared knowledge when pushed by high levels of perceived training intensity (Kuvaas, Buch, & Dysvik, 2012).
In conclusion, intrinsic motivation is a strong predictor of productive work behaviors and attitudes. In addition, intrinsic motivation seems to reinforce the consequences of factors such as prosocial motivation and perceptions of HR practices. Nevertheless, I do not suggest that extrinsic motivation cannot positively influence work performance. Extrinsic motivation can be effective in influencing work performance where there is little potential for intrinsic motivation, such as for simple and uninteresting tasks (Weibel et al., 2010), and when it is relatively easy to measure and monitor work outcomes. Such tasks, however, can often be automatized or performed in countries with cheaper labor.

12.3 ANTECEDENTS TO INTRINSIC MOTIVATION

Below, I will first present the dominant conceptual frameworks that have been applied to understanding the antecedents to intrinsic motivation more deeply. Then, I will review research investigating how financial rewards are related to extrinsic and intrinsic motivation.

12.3.1 THEORETICAL FRAMEWORKS AND ANTECEDENTS

The two most dominating conceptual frameworks applied in research on intrinsic motivation have been the Job Characteristics Theory (JCT) (Oldham & Hackman, 2010) and Self-Determination Theory (SDT) (Gagné & Deci, 2005). JCT posits that five core job characteristics (as perceived by the employee) predict intrinsic motivation (and other outcomes). JCT has received substantial empirical support from several meta-analyses. In the latest, with almost 220,000 respondents, all five job characteristics are moderately to strongly positively related to intrinsic motivation. The five job characteristics are:

- Skill variety
  - The extent to which the tasks performed at work require a variety of different activities, involving the use of a number of different competencies.
- Task identity
  - The degree to which the tasks performed at work require doing an identifiable and whole piece of work.
- Task significance
  - The extent to which the tasks performed at work have an impact on the lives of other people inside or outside the organization.
Autonomy
- The degree to which the tasks performed at work provide freedom, independence, and discretion to the employee in scheduling the work and in deciding the procedures and activities to be used at work.

Feedback from the job
- The extent to which the tasks performed at work provide the employee with feedback about the effectiveness of his or her performance.

In SDT it is argued that satisfaction of three basic psychological needs for autonomy, competence, and relatedness are essential for individuals to achieve psychological growth, which is manifested by intrinsic motivation (E. L. Deci & Ryan, 2000). A recent meta-analysis of more than 45,000 employees shows that satisfaction of these needs are from moderately to strongly positively related to intrinsic motivation, where the far strongest predictor is satisfaction of the need for autonomy (Van den Broeck, Ferris, Chang, & Rosen, 2016). A closer description of the needs is provided below:

The need for autonomy
The need for autonomy refers to the assumption that individuals’ need to act with a sense of ownership of their behavior, and to feel psychologically free (Deci & Ryan, 2000). It implies that individuals function at their best when they are the origin of their own behaviors, rather than being regulated by external forces. The need for autonomy should not be confused with a need to behave independently from others. It does, however, imply a need to act with a sense of choice and volition. If a manager asks an employee to work during the weekend and the employee wants to do so, the need for autonomy will be satisfied. If the manager demands that the employee should work during the weekend and the employee wants to do something else, the need for autonomy will be thwarted. The need for autonomy is the most important need, and a necessity that must be fulfilled in order to experience intrinsic motivation (Ryan & Deci, 2006).

The need for competence
- The need for competence refers to the need to feel a sense of mastery over the environment and to develop new skills (Van den Broeck et al., 2016). When the need for competence is satisfied, individuals act to maintain and develop their skills, as well as seek challenges that are optimal for their capacity (Elliot, McGregor, & Thrash, 2002).
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12.3.2 FINANCIAL REWARDS AND EXTRINSIC AND INTRINSIC MOTIVATION

For almost five decades, there has been a fierce debate about whether financial rewards can undermine intrinsic motivation. According to SDT, the effect of financial rewards on motivation depends on two contrasting effects on employees’ locus of control: an informing effect that facilitates the feeling of competence and autonomy, which increases intrinsic motivation, and a controlling effect, which undermines intrinsic motivation (E. L. Deci et al., 2017). Pay with low performance contingency, such as base pay and pay that comes as a surprise, is predicted to increase intrinsic motivation because it can inform the recipients about their level of competence and be interpreted as a token of appreciation for good performance. In addition, the base is guaranteed, given prior to future performance. This may signal trust in employees, as they do not have to meet specific future performance standards in order to receive it and, therefore, satisfy the need for competence. Furthermore, a comparably high base pay level sends a signal of how much the organization values employees for what they are (Gardner, Van Dyne, & Pierce, 2004; Kuvaas, 2006b). Pay that is highly contingent on future specific performance standards or results, such as bonuses and commissions, however, are predicted to strengthen employees’ perceptions of an external locus of control and, therefore, to reduce autonomy and intrinsic motivation. If an employee does something in order to receive a bonus that he or she would not have done without the opportunity to receive a bonus, the employee is controlled by pay, and the satisfaction of the need for autonomy is thwarted, which will increase extrinsic motivation. Bonuses and commission also put more of the employees’ pay at risk and create an economic exchange relationship with the organization (Kuvaas, Shore, Buch, & Dysvik, 2017). Proponents of individual variable pay, on the other hand, view high performance contingency as a necessary condition for “sufficiently strong” incentive effects (Gerhart, 2017), where incentive effect is the degree to which the reward actually changes behaviors.
Most research on the undermining effect of financial rewards has been conducted in the laboratory. A meta-analysis of 128 experimental studies shows that tangible rewards have a negative effect on intrinsic motivation for interesting tasks among children and college students (E. L. Deci, Ryan, & Koestner, 1999). Verbal rewards or positive feedback, in contrast, were found to increase intrinsic motivation. In addition, a vignette study with executive MBA students also shows that financial rewards can undermine intrinsic motivation (Weibel et al., 2010). Such findings cannot, however, be extrapolated to the organizational field because of differences in importance, size, and time frame between laboratory rewards studies and real world compensation systems (Gagné & Forest, 2008; Gerhart & Fang, 2015).

Despite the ongoing debate about rewards and motivation, few field studies have directly addressed the matter. Indirect support for an undermining effect of financial rewards, however, is found in the mentioned meta-analyses by Cerasoli et al. (2014). They found that intrinsic motivation was stronger related to performance when rewards with low performance contingency were present (e.g. base pay or collective rewards)—and that intrinsic motivation was weaker related to performance when rewards with high performance contingency were present (e.g. individual variable incentives such as bonuses and commissions). These findings imply that it is not the presence of rewards that matter, but the performance contingency of the rewards.

Cerasoli et al. (2014) did not investigate extrinsic motivation, nor did the studies in the meta-analysis include actual pay data. In the first study that simultaneously investigated actual pay data from different pay components and both intrinsic and extrinsic motivation, we found that the amount of base pay received over two years was positively related to intrinsic motivation among sales people in an insurance company (Kuvaas, Buch, Gagné, Dysvik, & Forest, 2016). In a study among knowledge workers, I also found a positive relationship between base pay level and intrinsic motivation (Kuvaas, 2006b), supporting an informing effect of pay with low performance contingency. The amount of money received as annual bonuses over the two years, in contrast, was negatively related to intrinsic motivation and positively related to extrinsic motivation, supporting a controlling effect of pay with high performance contingency. Furthermore, intrinsic motivation was strongly related to an increase in work effort and strongly related to a decrease in turnover intention. Extrinsic motivation was weakly related to an increase in work effort (.11 compared to .61 for intrinsic motivation), but positively related to an increase in turnover intention. The weak positive relationship between extrinsic motivation and increase in work effort is, thus, more than out-
weighed by the negative relationship between the amount of money received as annual bonuses and intrinsic motivation, and the positive association between extrinsic motivation and increase in turnover intention. These findings, and others revealed in this chapter, strongly refute Gerhart and Fang (2014, p. 47), who argued that “if there is an undermining effect on intrinsic motivation, it is usually dominated by the positive effect of PFIP (pay-for-individual-performance) on extrinsic motivation.”

To conduct a more explicit test of the informing and controlling effects of financial rewards, we recently developed a measure of incentive effects that assesses the degree to which a pay plan affects employee behaviors (Kuvaas, Buch, & Dysvik, 2018). Example items are “The pay plan makes me do things I would not have done if we did not have the pay plan we have,” “The pay plan affects my daily priorities,” and “If we did not have the pay plan we currently have, I would have performed my tasks at work in a different way.” The most prevalent pay plans in the United States (Gerhart, 2017), and probably also elsewhere, are those based on subjective performance evaluations by managers. Because such evaluations are typically based on a large number of often vague criteria, it is difficult for employees to know how to get good evaluations. Therefore, the incentive effects are uncertain. Thus, the degree to which such plans have incentive effects, and how they influence motivation, are important empirical questions. In our study, we investigated 304 employees working at the national headquarters of a retail organization across eight European countries. We found relative weak incentive effects (an average of 2.30 on a scale from one to five) and a weak relationship between the amount of money received as bonuses and incentive effects. The incentive effect, however, was strongly positively related to extrinsic motivation and moderately negatively related to intrinsic motivation, supporting the controlling effect posited by SDT. Accordingly, the pay plan did not work very well, i.e. did not change employee behaviors, but to the extent that it did, the results were higher extrinsic and lower intrinsic motivation, which was not beneficial to the organization. In support of an informational effect, we also found a direct positive association between the amount of money received as bonuses and intrinsic motivation. Thus, when the pay plan did not change the behaviors, it was positively related to intrinsic motivation. In sum, however, the negative association between the incentive effect and intrinsic motivation outweighed the positive association between the reward and intrinsic motivation.

In conclusion, there is sufficient evidence to conclude that highly performance-contingent pay can have a detrimental effect on intrinsic motivation. Less performance-contingent pay, such as a comparably high base pay, however, can increase
intrinsic motivation, also outside the laboratory. The consequences of variable pay with low performance contingency and small or no incentive effects are more difficult to predict.

12.4 PRACTICAL IMPLICATIONS

Overlearned carrot-and-stick and command-and-control approaches have dominated businesses for much more than a century, and Stone, Deci, and Ryan (2009) have proposed six practical steps or actions that facilitate intrinsic motivation as an alternative to “traditional” management.

- Asking open questions, including inviting participation, in solving important problems
  - Facilitating intrinsic motivation requires supportive dialogue, and supportive dialogue starts with open questions that invite exploration of an important problem. Open questions such as “What do you make of this?” or “Can you enlighten me on the current project?” raise issues for consideration without implying a preferred solution. Closed questions, in contrast, such as “Have you tried to fix the problem by …?” imply a need for passive compliance.

- Active listening, including acknowledging the employees’ perspective
  - Open questions should be followed by active and reflective listening that explicitly acknowledges the employee’s perspective or perception of a situation. This requires careful attention to the emotional aspects of an issue and an empathetic leadership style.

- Offering choices within structure, including the clarification of responsibilities
  - As the satisfaction of the need for autonomy and the perception of job autonomy are the most important predictors of intrinsic motivation, offering a menu of alternative actions to deal with a situation is crucial. This is especially important when faced with problems (e.g. cost cutting) in addition to providing a meaningful rationale (e.g. for a boring, but important task).

- Providing sincere, positive feedback that acknowledges initiative, and factual, non-judgmental feedback about problems
  - Verbal rewards can facilitate intrinsic motivation by supporting competence and autonomy. Effective feedback is specific, sincere, and acknowledges unique contributions. Verbal rewards should also be provided for proactive behaviors and initiatives. Corrective feedback should be constructive and task focused, not person focused, and be provided in a timely fashion close to the behavior (Kuvaas, Buch, & Dysvik, 2016).
Minimizing coercive controls such as rewards and comparisons with others

- As we have seen, pay with high performance contingency and incentive effects should be avoided if organizations want to facilitate intrinsic motivation. A general advice is to pay employees adequately and fairly and minimize the salience of compensation; that is, to get the money “off the table.” In addition to performance contingent financial rewards, SMART (specific, measurable, attainable, realistic, and timely/tangible) goals (Kuvaas & Buch, 2017; Kuvaas, Buch, & Dysvik, 2014), deadlines (Amabile, DeJong, & Lepper, 1976), evaluations (Smith, 1975), and surveillance (Lepper & Greene, 1975) have also been found to relate negatively to intrinsic motivation or need satisfaction. Comparing employees to each other and fostering internal competition is also detrimental to intrinsic motivation. Accordingly, ranking and rating performance management systems that were widely used before Microsoft abandoned theirs in 2013 should clearly be avoided.

Develop employees and share knowledge to enhance competence and autonomy

- The motivational consequences of training and development opportunities and promotions depend on why employees desire them, and how and why they are offered. Such opportunities should therefore be provided as a means to provide more autonomy, learning new skills, and collaborating with others to satisfy the needs for autonomy, competence, and relatedness. If training and development opportunities and promotions are offered in an “if-you-do-this-then-you-get-that” fashion, they may decrease intrinsic and increase extrinsic motivation.

When applying these steps or actions it is important to acknowledge that individual employees may have different levels of the three needs—based on, for instance, their experience and personality. Employees who have a very high need for competence should get more frequent verbal praise than others, whereas those with a high need for autonomy should be provided more discretion, choice, and autonomy than others.

In addition to the steps or actions described above, it is important to expand jobs to provide optimal challenges and facilitate participation and involvement in accordance with JCT. Broad job tasks with skill flexibility, job variety, and autonomy, and responsibility that focus on the purpose of the job, increases intrinsic motivation. Narrowly defined jobs with detailed and specific descriptions and instructions about tasks and behaviors, in contrast, are detrimental to intrinsic motivation. Moreover, since employees may have different needs, interests, and
strengths, the same titles or jobs do not need to be designed in exactly the same way. Effective job design therefore also includes taking individual differences into account.

With respect to recruitment, the meta-analysis by Van den Broeck et al. (2016) shows that demographics such as age, sex, and organizational tenure are very weakly related to satisfaction of the needs for autonomy, competence, and relatedness, and thereby intrinsic motivation. Personality factors, however, such as optimism, self-esteem and efficacy, agreeableness, and conscientiousness are moderately to strongly positively related to need satisfaction, whereas neuroticism is relatively strongly negatively related to need satisfaction. Accordingly, organizations can to some extent influence need satisfaction and intrinsic motivation through their recruitment processes by recruiting people based on these personality factors.

Job stressors like role conflict, role ambiguity, organizational politics, and job insecurity are negatively associated with need satisfaction (Van den Broeck et al., 2016) implying that downsizing, unclear and unfair practices and procedures should be avoided, and training encouraged. The strongest predictors of need satisfaction are contextual factors such as leadership and perceived organizational support and fairness. Among several leadership factors, high-quality leader–member exchange relationships are very strongly positive related to need satisfaction. Accordingly, leadership training that focuses on soft skills can facilitate need satisfaction and thereby intrinsic motivation (see Lacerenza, Reyes, Marlow, Joseph, & Salas, 2017 for a prescription of effective leadership training).
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Chapter 13
Knowledge Spillovers and the Timing of Environmental R&D Subsidies
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ABSTRACT Several recent studies have concluded that subsidies for environmentally friendly R&D should be high initially and decline over time. This study shows that scale aspects connected to knowledge spillovers from environmental R&D support the opposite conclusion. Increasing returns to scale in the production of abatement knowledge, as well as an increasing price of carbon emissions, are aspects that favor increasing subsidy rates to firms conducting environmentally friendly R&D.

JEL classification: O32; O38.
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13.1 INTRODUCTION
The goal of the Paris Agreement is ‘holding the increase in global average temperature to well below 2°C above pre-industrial levels and pursuing efforts to limit the temperature increase to 1.5°C’ (UNFCCC, 2015). A major challenge for this goal is to reduce the share of fossil fuels in the energy mix. To keep global warming below 2°C, a third of oil reserves, a half of gas reserves, and more than 80 percent of coal reserves must stay in the ground (McGlade and Ekins, 2015). On the  

1. In a recent paper, Milllar et al. (2017) are more positive on how much fossil energy can be used to still stay within the target. They show that by limiting cumulative post-2015 CO₂-emissions to about 750 bn tonnes of CO₂, the post-2015 global warming can be limited to less than 0.6°C (temperature increase from 1870 till today is about 0.9°C). Annual emissions at the moment are almost 40 bn tonnes of CO₂, which implies that we will exceed the 1.5°C carbon budget in 19 years if we stay on the current path.
other hand, the IEA (2017) predicts a 30% growth in total energy demand between today and 2040. Hence, the production of clean energy must increase dramatically.

Research and development (R&D) drives down costs and improves technologies, and hence facilitates the diffusion of new, clean technologies. Such technological improvements are considered to be a key element in curbing global warming (see e.g., Carraro et al., 2003; Jaffe et al., 2005). However, innovation markets are inefficient and it is well known that the social returns to R&D may be greater than the private returns to R&D (see e.g. Griliches, 1995; Jones and Williams, 2000; Klette et al., 2000; Bloom et al., 2013). A major reason for this is the public-good nature of knowledge. Knowledge generated from a firm’s R&D activity might spill over to other firms and expand future R&D opportunities, i.e., when developing new ideas we are “standing on the shoulders of giants” (Isaac Newton). The value of these knowledge spillovers are only partly captured by the individual firms, and R&D activity should be subsidized.

There is a recent literature on climate policy and directed technological change that analyzes the timing of subsidies to R&D in clean technologies. Acemoglu et al. (2012) show that clean innovation should be heavily subsidized in early periods and decline over time to induce a switch from dirty to clean technologies. The reason is that the subsidy to clean technologies is used to deal with future environmental externalities when patents have a short lifetime. Greker, Heggedal and Rosendahl (2017) back up the main conclusion on the subsidy path to clean innovation in a model where patents are long-lived and the carbon emission tax perfectly internalizes emission damages. They show that the subsidies to clean innovation should be larger than those to dirty innovation due to knowledge spillovers. Intuitively, climate change necessitates a shift to clean innovation, and when more future researchers innovate on clean technologies than dirty technologies, there will be more researchers standing on the shoulders of a clean innovation done today than of a dirty innovation done today.

We contribute to this literature by analyzing how dynamic aspects of knowledge spillovers, as well as an increasing price of carbon emissions, influence the optimal timing of R&D subsidies to clean technologies, and we find support for the opposite conclusion: Increasing returns to scale in the production of environmental knowledge favor increasing subsidy rates to clean innovation.

We develop a model where the production of new ideas is given by the input of researchers and the stock of knowledge, where the stock of knowledge is a public

---

2. A similar argument is made by Acemoglu et al. (2016).
3. A similar argument is made by Hart (2018). See Fischer and Heutel (2013) for a survey over the earlier literature on directed technical change in an environmental context.
good.\textsuperscript{4} Patent lifetime is infinite and the social value of a patent is assumed to be identical with the patent price, i.e. the R&D firms appropriate the full value in the market of the technologies they develop. The only externality in the model stems from knowledge spillovers, where knowledge spillovers is defined as the productivity effect following from a change in the knowledge stock.\textsuperscript{5} A welfare-maximizing government determines R&D subsidy rates each period to harvest potential welfare gains connected to the positive external effects of these spillovers.

The elasticity of scale of the R&D production function turns out to be crucial in our analysis. The reason is that this elasticity captures a combination of how much R&D productivity increases when the knowledge stock grows, and of how much the market responds to this productivity increase. In fact, in an unregulated economy (i.e., zero subsidies) the elasticity of scale determines whether the production of patents increases over time. Model simulations show that optimal R&D subsidy rates increase (decrease) over time when the elasticity of scale is larger (smaller) than one–holding the price of patents constant over time. When choosing subsidies, the government trades off the costs of using more resources on R&D today against the value of knowledge spillovers from expanding patent production. Expanding the production of patents today increases knowledge spillovers through two channels. First, the expansion directly generates a larger stock of knowledge that increases the productivity of future researchers. Second, R&D firms respond by hiring more researchers in the future and, thus, further increase the generation of knowledge. The value of these knowledge spillovers is the market value of the additional patents generated. The market value is given by the patent price, while the extent of increase in patent production depends on a combination of how much R&D productivity increases and of how many researchers the R&D firms hire—which, again, is given by the elasticity of scale of the R&D production function.

Next, we analyze how changes in the price of carbon emissions affect our results. A common result in the literature on climate change is that the optimal tax on carbon emissions should increase over time as the global warming problem escalates, and thus, the social cost of emissions increases.\textsuperscript{6} An increasing price of

\textsuperscript{4} The R&D production sector is similar to R&D production in Romer (1990).

\textsuperscript{5} There is empirical evidence that environmental R&D to some extent crowds out conventional R&D, and that the social returns to environmental R&D may exceed the social returns to R&D in general (see Popp and Newell, 2012; Dechezleprêtre et al., 2017). The present study abstracts from such crowding out effects, and focuses only on mechanisms related to environmental R&D in isolation.

\textsuperscript{6} See e.g., Hoel and Kverndokk (1996), Smulders and Bretschger (2000), Nordhaus (2008).
carbon emissions is then incorporated into our model framework by letting the price of environmental patents increase over time. Model simulations show that optimal R&D subsidy rates are increasing over time when the elasticity of scale of the R&D production function equals (or is slightly below) one—when the price of patents increases over time. The reason is that a higher price of patents in a future period implies more future R&D production. When future R&D production is higher, the value of increasing the productivity of R&D goes up, and the government responds by subsidizing R&D more today to build a larger knowledge stock for tomorrow. That is, increasing patent prices exacerbate the knowledge spillovers problem.

Last, model simulations also show that a modest rate of depreciation on the stock of knowledge (due to, for instance, creative destruction), and/or imposing a government budget constraint, do not alter the main results. A drastic rate of depreciation may, however, lead to substantial changes to the above results.

Empirical evidence suggests that it is difficult to pinpoint the elasticity of scale of the environmental R&D production function. Jones (1995, 1999) argues that the return to R&D in general decreases over time as the increase in new knowledge due to a marginal increase in the stock of knowledge is less than one. The scale elasticity, however, also includes the marginal productivity of researchers, and hence, can exceed one even when the marginal returns to the stock of knowledge is less than one. The majority of studies attempting to estimate the environmental R&D production function find that the elasticity of scale exceeds one, see Porter and Stern (2000), Gong et al. (2004), Abdih and Joutz (2005), Pessoa (2005), and Samaniego (2007) for estimates of the elasticity. The future price of carbon emissions is also highly uncertain. However, a large majority of studies predict that the price of carbon emissions will increase as problems connected to global warming escalate. In sum, the empirical evidence, in combination with our simulation results, favors subsidy rates that are increasing over time to firms conducting environmentally friendly R&D.

There are only a few other studies that specifically analyze the timing aspect of spillovers and subsidies to R&D. Grossmann et al. (2010) show that dynamically optimal R&D subsidy rates in general depend on gaps in the stock of knowledge and the capital stock relative to their steady state levels in a model with knowledge spillovers, where the elasticity of scale of R&D production is larger than one, and duplication externalities are included. Heggedal (2015) argues that emerging R&D should be subsidized more heavily compared to mature R&D because the external effect is larger in emerging technologies that grow faster than mature technologies, if the elasticity of scale in R&D production is less than one. Perez-
Sebastian (2007) shows that R&D subsidy rates in general should rise over the transition path towards the balanced growth path within a model with imitation of foreign ideas, as negative externalities connected to imitations gradually decreases.

In an environmental context with increasing carbon taxes, Gerlagh et al. (2009; 2014) show that the optimal R&D subsidy rate to abatement technologies falls over time when patent lifetime is finite. The reason is that there is insufficient support through markets to develop abatement technologies when the price of carbon is low. Heggedal and Jacobsen (2011) find that environmental R&D reforms where subsidy rates are decreasing over time generate the most efficient outcome within a CGE-model of the Norwegian economy.

The paper is organized as follows. The model is laid out in section 13.2, while section 13.3 analyzes the optimal timing of subsidy rates to environmental R&D using simulations. Section 13.4 concludes.

13.2 MODEL

We develop a partial model of the environmental R&D industry to analyze how the externalities from knowledge spillovers affect the optimal distribution of policy incentives across time.7 We assume infinite patent lifetime. Alternative modelling assumptions, like limited patent lifetime or creative destruction, would give a similar relationship between R&D activity today and R&D productivity in the future as in our model. However, such assumptions would create a wedge between the private value and the social value of patents as R&D firms would no longer appropriate the full value in the market of the technologies they develop. We abstract away from such problems in order to focus on knowledge spillovers as a source of underinvestment in R&D. The price of patents may vary over time as the tax on carbon emissions may vary. We assume that the price of patents is positively correlated with the price of carbon emissions, as the value of environmentally friendly technology is likely to be higher when costs of emissions are high.

The production of new varieties is given by the input of researchers and the stock of knowledge, where the stock of knowledge is treated as a public good. An unlimited supply of labor is available for the R&D-sector at the alternative value, which constitutes a fixed wage rate. The productivity of new research projects differs because some new ideas are better than others. There is free entry of profit-

7. We do not model the mechanisms for spillovers between firms. For a discussion on worker mobility as the source of spillovers, see Heggedal, Moen and Preugschat (2017).
maximizing R&D firms, and the firms ignore that their efforts contribute to increase the knowledge stock.

A model designed to fit a typical industrialized country is solved numerically for empirically relevant parameter values; see Porter and Stern (2000), Gong et al. (2004), Abdih and Joutz (2005), Pessoa (2005), and Samaniego (2007). A welfare-maximizing government determines R&D subsidy rates each period to harvest potential welfare gains connected to positive external effects of knowledge spillovers.

13.2.1 TECHNOLOGY

The aggregate production of new patents (knowledge) in environmentally friendly technologies is given by the type of production function that is used in endogenous growth models with horizontal innovation, e.g. Romer (1990), and with vertical innovation, e.g. Aghion and Howitt (1992):

\[ X_t = A_{t-1} L_t^\lambda, \quad (1) \]

where \( X_t \) is the production of patents, \( L_t \) is the labor input, \( \lambda \in [0,1) \) is the output elasticity with respect to labor, \( A_{t-1} \) is the accumulated patents from previous periods, i.e. the stock of knowledge, and \( \phi \) is the output elasticity with respect to patents, i.e. the spillover parameter. The decreasing returns with respect to labor on an aggregate level are motivated by heterogeneous productivity between research projects in the R&D industry. The spillover parameter reflects the effect of the existing knowledge stock on the production of new patents: \( \phi > 1 \) implies increasing returns to knowledge, while \( \phi < 1 \) implies decreasing returns to knowledge. The elasticity of scale in the R&D production function equals \( \phi + \lambda \).

The knowledge stock evolves according to

\[ A_t = A_{t-1} + X_t = \sum_{i=0}^{t} X_i, \quad (2) \]

where \( X_0 \) is the initial stock of knowledge.

13.2.2 ENVIRONMENTAL R&D INDUSTRY

Firms in the environmental R&D industry sell patents at a given price. We assume that the price of patents, \( P_t \), are identical for all firms. This price may increase over time as the price of carbon emissions increases over time.
When a patent is produced, the knowledge embedded in the patent is freely available to other firms in future periods, i.e. the knowledge stock is a public good. The firms do not take into account that their patent production influences the productivity of future R&D. This is the source of the knowledge spillover problem.

Further, in each period there is a continuum of research projects with different productivity. The productivity of new research projects differs, and high productivity projects generate more patents per researcher compared to low productivity projects. Individual firms are endowed with private information about one of the new research projects. In each period the firms decide whether to enter the industry and sell the patent to the given price $P_t$.

There is free entry into the industry and the least productive firm to enter earns zero profit, i.e. on an industry level there are decreasing returns to labor. The firms take the wage rate $w$, the unit subsidy rate on labor $z_t$, and $P_t$ as given, and firms enter the industry until

$$P_t \frac{\partial X_t}{\partial L_t} - (w - z_t) = 0,$$

(3)

where $\frac{\partial X_t}{\partial L_t} = \lambda A_t L_t^{\lambda-1}$ follows from (1). The free entry condition given by (3) can be solved for $L_t$ to get the labor demand in the R&D industry:

$$L_t = \left( \frac{P_t A_t^{\lambda} \lambda}{w - z_t} \right)^{\frac{1}{\lambda-1}} \text{ for all } t.$$  

(4)

13.2.3 GOVERNMENT

A welfare function is absent within this partial model framework. We, however, assume that production efficiency is part of a welfare maximizing solution, where the alternative production value of labor equals the wage rate, $w$. The production value of patents in a period equals the price of patents, $P_t$, multiplied by the number of patents, $X_t$. Hence, the objective of the government consists of maximizing the present value of all future patents minus the alternative cost of labor allocated to the research sector. The policy tools of the government are restricted to R&D subsidy rates $z_t$ in each period. Subsidy rates are chosen to adjust the market solution of labor allocated to the research sector according to equation (4). The subsequent impact on the production of patents is given by equation (1), which influences the knowledge spillover according to equation (2). The government is fully
aware of this interaction between subsidy rates and impacts on knowledge spillovers.

The government maximization problem is:

\[
\max \sum_{t \in T} \frac{1}{(1+r)^{t-1}} \left( P_t X_t - w L_t \right) \\
\text{s.t. } L(z_t) > 0, (1), (2) \text{ and } (4),
\]

where \( r \) is the discount rate, i.e. the interest rate. Note that this objective function equals the sum of the surpluses of the producers and the surplus of the government (which equals the negative value of R&D subsidies). R&D subsidies constitute an income transfer between the public and the private sector. Hence, the subsidy term is cancelled from the objective function of the government. The objective function does not include an expression for the consumer surplus, since the social value of a patent is assumed to be identical with the patent price.

The solution to this maximization problem is found by constructing a numerical model that is solved by computer simulations. The numerical model contains all crucial elements described above. A detailed calibration to a specific economy is omitted because the main mechanisms in the model that determine the results are not affected.

A simple example is constructed to illustrate that the scale elasticity is crucial for the development of the knowledge spillovers over time. Consider the unregulated equilibrium where there are no subsidies, i.e. \( z_t = 0 \). Rearranging the first order condition from equation (4) when \( z_t = 0 \) and using (1) gives the production of patents in the unregulated equilibrium as a function of the knowledge stock, \( A_{t-1} \), and the parameters \( P_t, \lambda, w \) and \( \phi \):

\[
X_t = \left( \frac{P_t \lambda}{w} \right)^{\frac{\lambda}{1-\lambda}} A_{t-1}^\phi.
\]

We see that the production function (6) is homogenous of degree \( \frac{\phi}{1-\lambda} \). If \( \phi + \lambda = 1 \), then the production function is homogenous of degree 1, implying constant returns to knowledge on production, i.e. constant spillovers over time. If \( \phi + \lambda < 1 \) (\( \phi + \lambda > 1 \)), then there is decreasing (increasing) returns to knowledge on production, and spillovers decrease (increase) over time. That is, the scale elasticity determines whether the production of patents increases over time, and knowledge spillovers are larger when the future production of patents is larger.
The analytical solution to the government maximization problem is complex because optimal subsidy rates depend on the knowledge stock in all future periods, and vice versa. Thus, we solve the government maximization problem numerically by computer simulations.

13.3 NUMERICAL ANALYSIS

The government maximization problem is solved numerically by computer simulations. Optimal R&D subsidy rates are found by a solver that searches for optimum within the set of feasible combinations of R&D subsidy rates over time. A number of scenarios are simulated to uncover how different parameter combinations ($\phi + \lambda$) influence optimal R&D subsidy rates over time. We present results for the government problem with specific sets of parameter values that turned out to be crucial for the subsidies. The choice of parameter values may lead to convexity in the objective function, which may exclude a numerical solution. A numerical solution for the government’s optimization problem is obtained by calibrating the initial production of patents by adjusting the wage rate. The exogenous wage rate is adjusted so that the production of new knowledge equals 2.5 per cent of the stock of knowledge. A list of chosen parameter values is presented in appendix A.

The first set of simulation results is presented in Figure 13.1 for different values of the elasticity of scale in the R&D production function. The price of new patents is assumed to be constant in all future periods in these scenarios.

**FIGURE 13.1:** Optimal subsidy rates with constant patent price
The initial subsidy rate within each scenario is set equal to 100 to facilitate a comparison of scenarios. Figure 13.1 illustrates that the optimal subsidy rates increases (decreases) over time when the elasticity of scale is larger (smaller) than one. Optimal subsidy rates are virtually unchanged when the elasticity of scale equals one. The intuition is that R&D subsidies, which contribute to expand the production of patents, generate two effects. First, the expansion in the production of patents generates a larger future stock of knowledge. Second, the larger future stock of knowledge contributes toward increasing the productivity of future researchers. Future R&D firms respond by hiring more researchers and, thus, further builds the knowledge stock. Both the expansion in the future stock of knowledge and the expansion in the future number of researchers contributes toward increasing the future production of patents, and hence, determine the value of these knowledge spillovers. The elasticity of scale in the R&D production function determines whether the value of these knowledge spillovers expands or contracts as the stock of knowledge grows over time—when the price of new patents is constant over time.

The second set of simulation results is presented in Figure 13.2 for different values of the elasticity of scale in the R&D production function. In these scenarios, the price of new patents is assumed to increase over time due to an increasing price of carbon emissions.
Subsidy rates increase over time when the elasticity of scale equals one, and when the elasticity of scale exceeds one. Further, the optimal of subsidy rates also increase over time in a case where the elasticity of scale is set slightly below one, while they decrease over time in another case where the elasticity of scale is set even lower (indicated by 1*). The intuition is that the impact of R&D subsidies on knowledge spillovers and production of future patents is identical with the case above, where the price of new patents was assumed to be constant over time. The price of new patents is, however, assumed to increase over time in this case. The value of boosting the production of future patents consequently increases over time. This effect contributes toward generating increasing optimal subsidy rates over time. Hence, this explains why the optimal subsidy rates increase over time when the price of new patents increases over time and the elasticity of scale is set equal to or slightly below one.

The simulation model is constructed with a finite horizon to obtain a numerical solution of the government maximization problem. Knowledge spillovers are limited in later periods by this simplification because the value of knowledge spillovers is reduced to zero in the last period of simulation. We, however, conduct a sensitivity test where we show that an increase in the number of simulation periods from 125 to 150 years only has a marginal impact on optimal R&D subsidy rates for the first 20 years of simulation; see Figure 13.3 where optimal subsidy rates are displayed for these two cases. Hence, we only present and interpret model simulations that are based on the first 20 years of simulation to prevent our results being hampered by the finite horizon. Note that the price of patents is constant over time and the elasticity of scale equals one in both these cases.

FIGURE 13.3: Optimal subsidy rates with scale elasticity equal to 1
13.3.1 EXTENSIONS

The partial model framework is designed to study the impact of knowledge spillover on the timing of R&D policy. This section extends the model framework to investigate aspects that are omitted in the previous section. First, we investigate implications of introducing a government budget constraint, where the amount allocated to R&D subsidies is restricted. Second, we investigate implications of assuming that old patents become obsolete.

13.3.1.1 Constrained R&D subsidies

Public spending is to a large extent financed by distorting taxes in most countries. Hence, governments are inclined to impose a cost-benefit requirement on public spending that reflects that the marginal cost of public funds exceeds one. We investigate the implications of such a cost-benefit requirement on the timing of R&D policy by imposing a government budget constraint where the amount of public resources allocated to R&D subsidies is restricted. This restriction implies that the government is forced to trade off the benefits of awarding subsidies in one period against the benefits of awarding subsidies in other periods. Model simulations of previous scenarios are conducted with a government budget constraint where the present value of R&D subsidies awarded to R&D firms amounts to 50 percent of the present value of R&D subsidies awarded to firms in previous scenarios without restrictions on public spending. The government budget constraint \( BC \) is given by

\[
BC = r \sum_{t=1}^{T} \frac{1}{(1+r)^{t-1}} z_t L_t.
\]

The simulations with governmental budget constraints show that the timing of optimal R&D subsidy rates is unaffected by the constraints. The constraints, however, lower optimal subsidy rates in all periods. The intuition is that there is an additional cost connected to awarding R&D subsidies to firms, and that this cost is imposed on subsidies in all periods with equal magnitude. Hence, optimal subsidy profiles are virtually unaffected by the constraint.

13.3.1.2 Creative Destruction

Patents and varieties of goods are likely to become obsolete at some point in time as new and improved innovations emerge. Creative destruction is not incorporated into our main model framework. We, however, shed light on the implications of
this aspect by assuming that obsolete varieties are removed from the stock of knowledge that contributes toward generating new patents. To allow for this, we expand our numerical model to include depreciation of knowledge, represented by a constant rate of depreciation. The function for the knowledge stock is updated to

\[ A_t = (1 - \delta)A_{t-1} + X_t, \]

so that

\[ A_t = \sum_{i=0}^{t} (1 - \delta)^{t-i} X_i, \]

where \( \delta \) is the rate of depreciation. Model simulations show that our previous results hold when a modest rate of depreciation is introduced so that the stock of knowledge grows over time. The intuition is that the timing of externalities connected to knowledge spillovers is unaffected, even though the level of externalities is reduced. More drastic rates of depreciation, however, lead to drastic changes in our simulation results. Model simulations show that optimal subsidy rates are constant over time for any elasticity of scale if the production of new patents equals the depreciation of patents, so that the stock of knowledge is constant over time. The intuition is that the government maximization problem becomes identical at the beginning of any period. Thus, the optimal subsidy rate is constant.

Model simulations show that our previous results are completely reversed when a drastic rate of depreciation is introduced so that the stock of knowledge declines over time. The optimal combination of subsidy rates decrease (increase) over time when the elasticity of scale is larger (smaller) than one and the price of patents is constant over time. The intuition is that the stock of knowledge is shrinking. Hence, externalities connected to R&D are shrinking (expanding) with increasing (decreasing) returns to scale. Some studies have identified substantial R&D depreciation rates; see Bernstein and Mamuneas (2006) and Mead (2007). A substantial rate of depreciation that leads to a decreasing stock of knowledge does not seem to be empirically relevant as the global warming problem is in an emerging stage.

13.4 CONCLUSION

How governments should engage in policies to spur environmental R&D activity from private firms is an important policy question, since research markets are riddled with inefficiencies. In this paper we explore how one of these inefficiencies—externalities from knowledge spillovers—affects the optimal timing of subsidies for environmental R&D. Model simulations show that optimal R&D subsidy rates
increase (decrease) over time when the elasticity of scale of the R&D production function is larger (smaller) than one—and the price of new patents are constant across time. Model simulations also show that optimal R&D subsidy rates are increasing when the elasticity of scale of the R&D production function equals (or is slightly below) one—and the price of patents increases over time. The majority of the empirical evidence in combination with our simulation results supports the conclusion that subsidies to firms conducting environmentally friendly R&D should increase over time. We also show that a stricter government budget constraint influences the optimal level of R&D subsidies, while the timing issue is unaffected. However, a rate of depreciation on the stock of knowledge may affect the timing of subsidies.

There are some caveats to our conclusion. First, there is no uncertainty in our model. Including a probability of successful innovation would lower the incentives for firms to conduct R&D. Lower R&D activity implies that the social value of increasing the productivity of R&D goes down, and the government would respond by lowering the level of R&D subsidization. If firms get better (worse) at screening R&D projects over time, interpreted as an increase (decrease) in the probability of success, this would increase (decrease) the government’s incentives to subsidize over time. We are not aware of any empirical evidence on whether the probability of success increases or decreases over time.

Second, the empirical literature on output elasticities in the R&D production function is not very well developed. Further research is needed to establish significant ranges for the output elasticities. Third, we have only included one type of externality in the research market. Other externalities, e.g. monopoly pricing and research congestion, may also influence the optimal timing of subsidies to environmental R&D. This is a venue for future research.
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13.5 APPENDIX A: PARAMETER LIST

The following values were used in all simulations:

\[
\begin{align*}
A_0 & = 500000 \\
P & = 1 \\
r & = 0.07 \\
T & = 125 \\
X_0^{UE} & = 12500 \\
UE & = \text{Unregulated equilibrium}
\end{align*}
\]

The tables below show the different parameter values for $\phi$ and $\lambda$ that were simulated. The values marked with * are the values used in the Figure 13.1.

Scale elasticity = 1

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.45</th>
<th>0.5$^*$</th>
<th>0.55</th>
<th>0.6</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
<td>0.55</td>
<td>0.5$^*$</td>
<td>0.45</td>
<td>0.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Scale elasticity < 1

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>0.05–0.09</th>
<th>0.1</th>
<th>0.1–0.54</th>
<th>0.25</th>
<th>0.35</th>
<th>0.4–0.55</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.9</td>
<td>0.25–0.6</td>
<td>0.45</td>
<td>0.1–0.25</td>
<td>0.35</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>0.45</th>
<th>0.7</th>
<th>0.475$^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.1–0.54</td>
<td>0.2–0.29</td>
<td>0.5$^*$</td>
</tr>
</tbody>
</table>

Scale elasticity > 1

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>0.105</th>
<th>0.45</th>
<th>0.56–0.6</th>
<th>0.525$^*$</th>
<th>0.55</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.9</td>
<td>0.56–0.59</td>
<td>0.45</td>
<td>0.5$^*$</td>
<td>0.55</td>
<td>0.31–0.39</td>
</tr>
</tbody>
</table>
Chapter 14
Seasoned parliamentarians perform worse than students in a lobbying experiment

LEIF HELLAND, LARS CHR. MONKERUD AND GJERMUND LØYNING

ABSTRACT  We present results of a laboratory experiment on costly lobbying, comparing the behavior of elite politicians and students. Our main finding is that members of the Norwegian national assembly deviate more from equilibrium predictions than students. This is in opposition to earlier experimental findings comparing the behavior of students and experienced public relations officers. Our finding is somewhat troubling, given that the underlying model addresses experienced real-world, decision makers. Ours is the first systematic study using members of a national parliament as subjects in a lobbying experiment.

KEYWORDS:  Decision-making | Laboratory experiment | Lobbying

14.1 INTRODUCTION
In this chapter, we depart from a stylized game theoretic model of the interaction between a lobbyist and a decision maker. Thus, we are addressing an issue in the interface between business and politics. The core implications from the model are tested in a highly controlled environment: a laboratory experiment. Laboratory experiments have become an important and established tool in business studies over the last couple of decades. In the experiment we tap into a highly unusual

---

1. Financial assistance from BI Norwegian Business School is greatly appreciated. Thanks to Jan Potters and Frans van Winden for generously sharing material underlying their 2000 experiment. We are indebted to Rolf Aaberge and Alexander Cappelen for constructive comments on an earlier draft.

2. An excellent overview of laboratory experiments in operations management is provided by Donohue et al., (2018). To assess the breadth of the experimental program in current business studies, it is a good idea to consult recent issues of Management Journal, the top journal in the field.
pool of subjects, namely seasoned members of the Norwegian National Assembly (the Storting). Their behavior in the lobbying experiment is compared to the behavior of master students at BI Norwegian Business School.

Special interests are an integral part of democratic decision making, and they expend significant resources in their attempts to impact public policy. Frequently, influence is sought by strategically transmitting private information to policy makers; or, in short, by lobbying.

Recent decades has witnessed advances in the understanding of lobbying. A core insight is that lobbying costs can increase the informative content of lobbying messages in equilibrium, and thereby improve democratic decision making.

We investigate experimentally the canonical model of costly lobbying (Potters and van Winden 1992). In the model there is only one lobby. Nature is in one of two possible states, and payoffs are state dependent. The lobby is privately informed about the true state. The lobby moves first. It chooses whether to send a costly signal (to lobby), or not to send a signal at all. The decision maker moves last. She confronts a binary choice; either preserve the status quo, or implement a fixed alternative policy. Independent of the true state of nature, the lobby prefers the alternative policy. In the absence of new information, the decision maker’s prior belief favors the status quo. For an interesting range of cost–payoff parameters, a strategically rich signalling game results in which semi-separating and pooling equilibria coexist. Various refinements can be employed in order to select between the equilibria of the model. The stylized environment of the model captures core trade-offs in the interaction between lobbyists and decision-makers.

This model has been subjected to experimental tests (Potters and van Winden 1996; 2000). One such test (Potters and van Winden 2000) compares behavior in two distinct subject groups: students and experienced public affairs officials (pro-

---


6. The model has been extended in various directions. An overview of many extensions, and a thorough analysis of a few more, is provided by Sloof (1998). For a model that departs from slightly different assumptions (two lobbies), but reach qualitatively comparable conclusions for certain parameters, see Austen-Smith and Wright (1992). Austen-Smith and Wright (1996) provide tests of the model on field data from the US Congress.
fessionals). They find that professionals behave more in accordance with the model than students, thereby achieving a higher degree of separation and higher earnings. They conclude that professionals outperform students in playing the lobby game in a controlled environment.

Comparing inexperienced students and subjects with (model) relevant real-life experiences provides an external validity check on laboratory findings (Ball and Cech 1996). The approach is fairly common. Confidence in the empirical content of the underlying model is strengthened (weakened) if relevant professionals outperform (are outperformed by) students.

We subject Potters and van Winden’s (1992) costly lobbying model to an additional test of external validity: by comparing the behavior of students and representatives of the Norwegian National Assembly. To the best of our knowledge, ours is the first study that systematically uses elite politicians as subjects in a controlled laboratory experiment on decision-making. Our main finding is that elite politicians behave less in accordance with the costly lobbying model than students do. Elite politicians, having extensive real-life experience with lobbying, achieve lower degrees of separation and lower expected gains than inexperienced students. In our opinion, these results challenge the external validity of the costly lobbying model.

The remainder of the paper is organized as follows. In the next section our design, hypotheses, and procedures are outlined. Thereafter we present our result, and end the paper with a brief conclusion.

7. Professionals are described as executives who subscribed to two different conferences on public affairs (one in Amsterdam, the other one in The Hague). In particular, they held positions as public affairs and public relations officers, in the public as well as the private sector.


14.2 DESIGN, HYPOTHESIS AND PROCEDURES

We start by presenting the parametrized version of the game played by our subjects, the equilibria of this game, and the ensuing behavioral predictions that are tested. Subsequently, we outline our experimental procedures. Our game parameters are identical to the ones used by Potters and van Winden (2000). Apart from some (innocuous) economizing on language in the instructions used, and the employment of a different payoff procedure, we seek to replicate the experimental protocol of Potters and van Winden (2000) faithfully.

14.2.1 THE GAME

The signaling game under study has two players, a sender (S) and a receiver (R). The time line is as follows; first nature draws a black ball with probability 1/3 or a white ball with complementary probability 2/3; the outcome of the draw is observed by S, but not by R; S decides on whether to send a costly signal (c > 0) (which may either have the content “the ball is black” or the content “the ball is white”), or to send no signal at all (c = 0); R observes the signal, updates his prior probability assessment on the color of the ball, and takes the decision B1 or B2, finally payoffs are distributed and the game ends.

Implementing the game with neutral language, such as white ball and black ball instead of for instance bad state and good state; sender and receiver instead of lobbyist and politician; and signal instead of lobbying was done in order to minimize the effect of context on behavior.

The parameters of the game are reproduced as a state-decision matrix in Table 14.1 (cost of signaling and \( a \) priori probability of state in parenthesis). In the table, the payoffs of S are provided first, then the payoffs of R. The strategic tension lies in the fact that R prefers B2 only if the state is black ball (the good state), while S always prefers B2. Evidently, signals cannot be trusted at face value. In deriving the equilibria of the model, the rules of the game and the information contained in Table 14.1 is assumed to be common knowledge.
The game has two equilibria for the parameters considered. The first one is a pooling equilibrium in which $S$ sends no message in either state, and $R$ always chooses $B_1$. Since all sender types send the same signal, it reveals no new information. The prior then favors the decision $B_1$. If no receiver chooses $B_2$, incurring a cost by sending a signal is futile.

The second equilibrium is separating. In this equilibrium, $S$ sends a costly message for sure if the ball is black, and with probability $1/4$ if the ball is white. $R$ responds to no message by choosing $B_1$ for sure. If costs are high, $R$ responds to a costly signal by choosing $B_2$ with probability $3/4$. If costs are low, $R$ responds to a costly signal by choosing $B_2$ with probability $1/4$.

The logic in this equilibrium is as follows. After observing a costly message, $R$’s update (according to Bayes rule) is $\Pr(\text{Black ball} \mid c > 0) = 2/3$. Given the update, $R$ is indifferent in her choice. A best reply is then to randomize over her choice so as to make $S$ indifferent between sending a costly message or no message at all. If costs are high, this is achieved for a probability of choosing $B_1$ equal to $3/4$. If costs are low, this is achieved for a probability of choosing $B_1$ equal to $1/4$. Given this response by $R$, sending a costly message for sure if the ball is black, and with probability $1/4$ if the ball is white, is a best reply for $S$. Note that the content of the message does not matter in equilibrium. What matters is whether or not $S$ incurs a cost in sending the message.

It has been shown that the separating equilibrium, but not the pooling equilibrium, passes the “universally divine” refinement criteria (for out of equilibrium beliefs), suggested by Jeffrey Banks and Joel Sobel in 1987. In Potters and van Winden’s (1992, 2000) opinion, this favours the separating equilibrium as a behavioral prediction.

### Table 14.1: Parameters of the experiment.

<table>
<thead>
<tr>
<th>$R$’s choice</th>
<th>$B_1$</th>
<th>$B_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($c = 0.5$)</td>
<td>White (2/3)</td>
<td>2, 3</td>
</tr>
<tr>
<td></td>
<td>Black (1/3)</td>
<td>1, 0</td>
</tr>
<tr>
<td>High cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($c = 1.5$)</td>
<td>White (2/3)</td>
<td>1.5, 3</td>
</tr>
<tr>
<td></td>
<td>Black (1/3)</td>
<td>1.5, 0</td>
</tr>
</tbody>
</table>

10. A general treatment of the equilibria in the costly signalling game is provided in Potters and van Winden (1992), and in Sloof (1998).

11. Using this (and other sophisticated) refinement criteria to underpin behavioral predictions is not uncontroversial. See, for instance, the discussion in Samuelson 1997:5–12.
14.2.2 HYPOTHESES

We identify six testable hypotheses. Departing from the separating equilibrium, the following three follow immediately.

Hypothesis 1 (Signaling): a) the probability of a costly signal is higher following a black ball than a white ball; b) the probability of decision $B_2$ is higher following a costly signal than no signal.

Hypothesis 2 (Treatment effect, receivers): a) the probability of decision $B_2$ following a costly signal is higher in the high cost treatment than in the low cost treatment; b) the probability of decision $B_2$ following no signal is independent of treatment.

Hypothesis 3 (Treatment effect, senders): a) the probability of a costly signal following a black ball is independent of treatment; b) the probability of a costly signal following a white ball is independent of treatment.

The next three hypotheses stipulate that elite politicians are better at playing the lobby equilibrium than students, both in the roles of senders and receivers. Successful candidates in elite politics are selected in highly competitive environments. One trait they are selected on is their ability to effectively signal their types in political campaigns. Such signalling can be modelled in ways that are structurally identical to the lobby game sketched above, albeit with the candidate as sender and the voter as receiver (Sloof 1998:55–8, and chapter 4).

Successful candidates enter elite politics, and become exposed to lobbyists on a regular basis in the role of receivers. At times, the efficient handling of such relationships can be consequential for political survival.

Empirics on the regularity of exposure can be found in a survey of members of the Norwegian Storting in 2001. Representatives were asked: How common is it to be contacted by professional lobbyists? By professional lobbyists in this context is meant hired guns, that is, lobbyists working for a customer on a contract-by-contract basis (as opposed to identifiable special interests that lobby in established corporatist channels). Norwegian institutions do not require professional lobbyists to disclose the identity of customers, and professionals are careful to protect their identity. Thus, the survey question addresses a relationship where precise prior information on preferences is largely unavailable, and signaling ought to be of particular importance.

Responses to the survey question were conditioned on the issue considered most important to the respondents in the current session (presumably an issue of ultimate consequence for political survival), and other issues. Above 20% of the representatives indicated that some or all of the organizations active in the issue
considered most important used professional lobbyists. Close to 90% responded likewise with respect to the other issues category (Gullberg and Helland 2003).

Students, of course, are not selected on their ability to act effectively as senders in signalling games, and do not acquire substantial experience as receivers in signalling games through their studies.

The fourth hypothesis stipulates that the behavior of parliamentarians is closer to equilibrium behavior of senders than is the behavior of students. We use the two measures of signal error suggested by Potters and van Winden (2000) to check on this. The first one is an unweighted measure: 
\[ \frac{1}{2}|\sigma_b - S_b| + \frac{1}{2}|\sigma_w - S_w|, \]
where \( \sigma_b = 1 \) is the equilibrium frequency of costly signals after a black ball, \( \sigma_w = 1/4 \) is ditto after a white ball, and \( S_b, S_w \) are actual frequencies of costly signals after a black ball and a white ball, respectively. The second measure uses the prior probability of drawing a black and white ball respectively as weights: 
\[ \frac{1}{3}|\sigma_b - S_b| + \frac{2}{3}|\sigma_w - S_w|, \]
with notation as in the first measure.

**Hypothesis 4** (Gamesmanship senders): politicians have lower signal errors than students.

The fifth hypothesis relates to the level of gamesmanship achieved by politicians in the role they presumably master best; as receivers. Decision errors are defined in the following way 
\[ \frac{1}{2}|\rho_0 - \beta_0| + \frac{1}{2}|\rho_k - \beta_k|, \]
In the formula, \( \rho_0 \) is the equilibrium frequency of \( B2 \) decisions after observing no-signal; \( \rho_k \) is the equilibrium frequency of \( B2 \) decisions after observing a costly signal, which is conditioned on the cost treatment \( k = \{C_L, C_H\} \); \( \beta_0 \) is the actual frequency of \( B2 \) decisions given no signal; and \( \beta_k \) is the actual frequency of \( B2 \) decisions given a costly signal. We believe that politicians will make more correct decisions (i.e. be closer to equilibrium) than students.

**Hypothesis 5** (Gamesmanship receivers): politicians have lower decision errors than students.

The last hypothesis is more *ad hoc*, and stipulates that politicians—who need a measure of trust in order to get (re)elected—tend to follow the dictums of honesty more closely than students. An implication is that politicians are less likely than students to send costly signals unless a black ball has in fact been drawn. A similar hypothesis is used for the professionals in Potters and van Winden (2000). Their measure of separation is: 
\[ (S'_b - S'_w), \]
where \( S_b \) and \( S_w \) are defined as above.

**Hypothesis 6** (Separation): politicians achieve a higher degree of separation than students.
14.2.3 EXPERIMENTAL PROCEDURES

In Potters and van Winden (2000), some sessions are conducted as computerized experiments, others as pen and paper experiments. Results are robust to this variation. We replicate with computerized sessions only. Potters and van Winden (2000) programmed their experiment with software no longer in use.12 Our sessions were programmed in zTree (Fischbacher 2007). We were not able to obtain screenshots from the original computerized sessions. Screenshots were therefore replicated based on information available in written instructions, working papers and final reports.

The written instructions for the computerized sessions in Potters and van Winden (2000) were in Dutch. These were translated to Norwegian with the help of two independent translators. One translated from Dutch to Norwegian, the other compared the translated Norwegian text with the original Dutch text. We had extensive communication with the translators in this process.

Instructions concerning payoffs were re-written to match the payoff structure in our lottery sessions (see below). In addition, some minor adjustment were made in order to economize on language and align the instructions with the typical format used in present day experiments.

Students were recruited from among first-year master students at BI Norwegian Business School via student e-mail and during lecture breaks. None of the recruited students had prior knowledge of the experiment, or experience as subjects in previous economics experiments at the school. No subject was used in more than one session.13

To attract parliamentarians for the experiment, a seminar on taxation and redistribution (including lunch) was arranged at the school.14 The idea was for this seminar to function as a showup fee in kind. Effort was made to pick a day that avoided clashes with essential business in the Storting; to announce the seminar and experiment widely in relevant networks; as well as to secure standbys in the (highly likely) case of last minute drop outs. Forty-seven out of the 169 elected

---

12. The computerized sessions in Potters and van Winden was programmed in EASEL for the OS 2 operating system of IBM.
13. Subjects used in economics experiments at the school are entered in a historical data base. For an evaluation of the representativeness of student populations used in lab experiments relative to the population at large see Egas and Reidel (2008), Dohmen et al., (2008), and Belot et al., (2010). For an evaluation of the representativeness of students participating in lab experiments relative to students that do not, see Cleave et al., (2011), Falk et al., (2013).
14. Two leading Norwegian experts presented their views on the need for a tax reform: professor in tax legislation at BI Norwegian Business School, Ole Gjems Onstad, and senior researcher Rolf Aaberget at Statistics Norway.
representatives to the Storting responded positively to the invitation. Due to a busy schedule, 12 present and two former parliamentarians eventually participated in the experiment. In addition, six (non-elected) political advisors from the parliamentary party groups were recruited. Only elected representatives played in the role as responders (R) in the sessions with politicians.

In Potters and van Winden (2000), performance based monetary payoffs are used in all sessions (adjusted for differences in going wages of students and professionals). In some of our student sessions, we used performance based monetary payoffs, while in other student sessions we used the binary lottery procedure. In all sessions with politicians, we used the binary lottery procedure (see details in Table 14.2).

Why the binary lottery procedure? Norwegian parliamentarians are likely to consider monetary rewards for participation in research illegitimate, and are generally careful to accept monetary payments for services considered part of their duties as elected representatives. For example, most representatives do not accept money for lectures provided at business schools or universities, and many do not accept monetary rewards for articles published in journals or newspapers.

A potentially attractive alternative to monetary payments is the binary lottery procedure (Roth and Malouf, 1979; Berg et al., 1986). In this procedure, subjects earn points, and these points are lottery tickets in a random draw of a fixed price. Since a von Neuman-Morgenstern utility function is linear in the probabilities of outcomes, this payoff procedure renders individual utility linear in points. Thus, the binary lottery procedure controls for variation in risk preferences over subjects. From a purely theoretical point of view, this is the proper way to reward subjects in experiments, if controlling for risk preferences is desirable. On the flip side, results on how the procedure works in practice are mixed (Camerer, 2002:40–41; Berg et al., 2009). Whenever the binary lottery procedure was used in our experiment, the fixed prize consisted of two bottles of good wine. The procedure was accepted by the politicians as a legitimate form of reward.

Students participating in our lottery procedure sessions were paid 100 NOK as a showup fee. In student sessions with performance pay in NOK, there was no showup fee. On average, a session lasted 45 minutes. The exchange rate of experimental currency to NOK in sessions with monetary payoffs produced an expected payoff (in equilibrium) of 200 NOK per subject, which is above the typical optional wage for a student.

The lottery procedure was implemented in the following way. At the end of the session, the sum total of points earned by a subject in that session was divided by a fixed and publicly announced denominator common to all subjects of that ses-
sion, resulting in the assignment of a number between 0 and 1 to each subject. A draw was then made from a random uniform variable in the interval 0 to 1. If the assigned number of a subject was larger (smaller) than the randomly drawn number, this subject would win (not win) a prize consisting of two bottles of good wine. The fixed denominator was calibrated in such a way that half of the subjects in a treatment could be expected to win a prize.

In all student sessions, the experiment was conducted twice. First we ran a session with one cost treatment, then a session with the other cost treatment. The participants were not informed about the second session before the first session had been concluded. Subjects played in the same role in both sessions. Because of time constraints, only one treatment was conducted in each of the two sessions with politicians. Since data from second sessions are likely to be biased (due to dependencies of observations over time), we only use data from first sessions in our analysis.

After a short introduction in a reception room, the participants were asked to draw roles (S or R) from an envelope, and were subsequently randomly assigned a number indicating their placement in the lab. After seating the subjects, instructions were read aloud (to achieve public knowledge of rules). Subjects where then allowed some time to read through the instructions independently and ask questions. Lastly, subjects where assigned a few simple questions, to make sure they understood the state-payoff matrixes. Subjects (in all sessions) first participated in a non-paying test round (in order to familiarize themselves with the screens), and subsequently played 10 paying rounds of the game.

The same matching protocol as in Potters and van Winden (2000) was employed. In this protocol, no subject is matched with the same subject for two or more consecutive periods, and no subject meets the same subject more than twice during the experiment. All interactions in the experiment preserved the anonymity of the subjects.

TABLE 14.2: Session characteristics ($c_L$: low cost treatment; $c_H$: high cost treatment)

<table>
<thead>
<tr>
<th>Session</th>
<th>N</th>
<th>Subjects</th>
<th>Payoff</th>
<th>Treatment(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pol1</td>
<td>10</td>
<td>Politicians</td>
<td>Lottery</td>
<td>$c_L$</td>
</tr>
<tr>
<td>Pol2</td>
<td>10</td>
<td>Politicians</td>
<td>Lottery</td>
<td>$c_H$</td>
</tr>
<tr>
<td>Stud1</td>
<td>30</td>
<td>Students</td>
<td>Lottery</td>
<td>$c_L$</td>
</tr>
<tr>
<td>Stud2</td>
<td>30</td>
<td>Students</td>
<td>Lottery</td>
<td>$c_H$</td>
</tr>
<tr>
<td>Stud3</td>
<td>10</td>
<td>Students</td>
<td>Money</td>
<td>$c_L$</td>
</tr>
<tr>
<td>Stud4</td>
<td>10</td>
<td>Students</td>
<td>Money</td>
<td>$c_H$</td>
</tr>
</tbody>
</table>
14.2.4 THE SAMPLE OF POLITICIANS

The 14 (current and former) parliamentarians were on average 47.2 years old (standard deviation 10.9 years). Males and females were equally represented. On average they had served as elected representatives in parliament for 1609 days at the date of the experiment (standard deviation 1093.8 days; maximum of 3769 days; and minimum 889 days). Participating parliamentarians were distributed quite evenly between parties, while members on the finance committee where clearly overrepresented. Of the 12 currently serving parliamentarians participating in the experiment, 67% where reelected into the new Storting in the general election of 2009. The two former parliamentarians used in the experiment both left the Storting after the general election of 2005.

Of the six political advisors used in the experiment, four were males. Their average age was 32.2 years (maximum of 36 and minimum 27 years). The left wing side of the political spectrum was underrepresented in the group of advisors, while advisors to the parties’ finance fractions in parliament were overrepresented.

Clearly the sample is not representative of the Storting at large. For the purpose of this study, however, we believe the distribution of party affiliation, age, gender and committee assignments is not likely to have a significant impact on the result, the reason being that the experiment was framed in neutral language without references to gender, age, party ideology or committee tasks.

14.3 RESULTS

We present the results in two sections. First, we assess behavioral patterns within the lottery payoff procedure. That is, we test for certain predictions following from the model in terms of signalling patterns and treatment effects (hypotheses 1

---

15. Though the participants must be said to have substantial experience as MPs, it is, at the end of the day, a matter of taste whether one feels that their experience merits the label seasoned or not.
16. Progress Party (Fremskrittspartiet) 2; Conservative Party (Høyre) 3; Christian Democratic Party (Kristelig Folkeparti) 3; Liberal Party (Venstre) 2; Labor Party (Arbeiderpartiet) 2; and Socialist Left Party (Sosialistisk Venstreparti) 2.
17. Finance committee 6; Justice committee 1; Labour and Social services committee 1; Church, Education and Research committee 1; Energy and Environment committee 2; Industry committee 1; Foreign Affairs committee 1; Local administration committee 1.
18. Conservative party (“Høyre”) 1; Christian Democratic party (“Kristelig Folkeparti”) 4; and Center party (“Senterpartiet”) 1.
19. Advisors to the finance fraction of a party in parliament 4; Advisors to the local administration fraction of a party in parliament 1; Advisor to the prime ministers’ office 1.
through 3) and we check for subject pool effects (hypotheses 4 through 6) using only the sessions in which the wine lottery payoff structure was applied (Pol1,2 and Stud1,2). In particular, this allows for a controlled evaluation of subject pool effects in terms of the expectation that politicians are better decision makers than students. In a subsequent section, we briefly compare results from the lottery and money sessions in order to evaluate the impact of payoff structure on observed patterns. To this end, we evaluate and compare results using only the different sessions among the student population (Stud1,2,3,4).

Before presenting the results, we note the following points pertaining to some quite important analytic choices. First, we use non-parametric tests with \( p < 0.10 \) (one-tailed) as the threshold for significance: Wilcoxon’s signed rank test (WSR) for related samples and the Mann-Whitney U-test (MWU) for independent samples.\(^{20}\) Second, what counts as an observation? According to Potters and van Winden (2000:509), “[t]here are three possibilities: each play of the game, each individual subject or each session”. Potters and van Winden themselves end up using sessions as observations, of which there were 15 in their design. In our study we have 4 comparable sessions.\(^{21}\) However, only analyzing at the session level risks neglecting differences that are significant at the subject level. While the former strategy is the more conservative, we choose to present patterns at the subject level, noting that analysis at the session level produces no significant results for any of the tests presented below, save for tests of hypotheses 1a and 1b (to which we return shortly).

14.3.1 SIGNALLING, TREATMENT AND SUBJECT POOL EFFECTS

Table 14.3 presents the average proportion of costly signals (as averaged over subject means), conditioned on cost treatment \( (c_L, c_H) \), and contingent on whether the draw was a white ball \( (S_w) \) or a black ball \( (S_b) \).\(^{22}\) Standard deviations over subject means are presented in parentheses. For convenience, the lower rows in these

---

20. The WSR test is a non-parametric test for within-subject differences, while the MWU test is a non-parametric test for between-subject differences. A good exposition is provided by Bhattacharyya and Johnson (1977, chapter 15).

21. Potters and van Winden (2000:note 11) are able to demonstrate significant differences between sessions with the same experimental design, indicating dependencies within sessions. Obviously, we are not able to (statistically) test for such differences in our material.

22. As for the content of messages; politicians lie somewhat less than students (13% vs. 20% average lie rate over subjects), and refrain from sending a signal somewhat more often (47% vs. 40% for students), but none of these differences are significant \((p=0.29\) and \(p=0.52\) respectively).
tables also presents the equivalent averages for the student-money sessions (Stud3,4).

**TABLE 14.3:** Costly signals by treatment ($c_L, c_H$), contingent on draw of a white ball ($S_w$) or a black ball ($S_b$). Average subject level proportions (standard deviations)

<table>
<thead>
<tr>
<th>Treatment:</th>
<th>$c_L$</th>
<th>$c_H$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S_w$</td>
<td>$S_b$</td>
<td>$S_w$</td>
</tr>
<tr>
<td>Politicians</td>
<td>.66 (.26)</td>
<td>.93 (.15)</td>
<td>.20 (.25)</td>
</tr>
<tr>
<td>Students Lottery</td>
<td>.39 (.29)</td>
<td>.85 (.17)</td>
<td>.49 (.37)</td>
</tr>
<tr>
<td>Average</td>
<td>.46 (.30)</td>
<td>.87 (.16)</td>
<td>.42 (.36)</td>
</tr>
<tr>
<td>[Students Money]</td>
<td>.63 (.37)</td>
<td>.93 (.15)</td>
<td>.45 (.19)</td>
</tr>
</tbody>
</table>

In a similar fashion, Table 14.4 displays average proportions of B2 decisions contingent on whether the decision maker is playing in the high or low cost treatment and whether he or she has received a costly signal ($S$) or not (0).

**TABLE 14.4:** B2 decisions by treatment ($c_L, c_H$), contingent on no signal ($\beta_0$) or costly signal ($\beta_S$). Average subject level proportions (standard deviations)

<table>
<thead>
<tr>
<th>Treatment:</th>
<th>$c_L$</th>
<th>$c_H$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>$\beta_S$</td>
<td>$\beta_0$</td>
</tr>
<tr>
<td>Politicians</td>
<td>.37 (.42)</td>
<td>.33 (.19)</td>
<td>.27 (.12)</td>
</tr>
<tr>
<td>Students Lottery</td>
<td>.12 (.20)</td>
<td>.51 (.30)</td>
<td>.16 (.22)</td>
</tr>
<tr>
<td>Average</td>
<td>.18 (.28)</td>
<td>.46 (.29)</td>
<td>.19 (.21)</td>
</tr>
<tr>
<td>[Students Money]</td>
<td>.00 (.00)</td>
<td>.43 (.22)</td>
<td>.15 (.22)</td>
</tr>
</tbody>
</table>

Since our focus is on predicted differences between student and politician subjects pools, we concentrate our discussion of results on hypotheses 4–6. First, however, we summarize results for general model predictions as laid out in hypotheses 1a–3b.

First of all, costly signalling is significantly more frequent after a black ball has been drawn (hypothesis 1a). As can be seen from Table 14.3 the overall difference in rela-

---

23. The next section deals with payoff structure effects.
The relative frequency is $\Delta = 0.33$, which is highly significant in a WSR test ($p = 0.000$). Moreover, this result holds in both the student and politician subject pools. The relative frequency of $B2$ decisions is also significantly higher after a costly signal has been sent (hypothesis 1b), with an overall $\Delta = 0.23$ ($p = 0.00$). However, this result is driven entirely by student subjects and is clearly not attributable to politicians’ behavior, where the difference of only $\Delta = 0.02$ is not near significant ($p = 0.47$).

As can be seen from Table 14.4, there is little support for hypothesis 2a, i.e. the proposition that $B2$ decisions following a costly signal is more frequent in the high cost treatment. The overall difference in relative frequencies, $\Delta = -0.10$, is in fact the reverse of the expectation. This anomaly is even marginally significant among students ($\Delta = -0.15$, $p = 0.09$), while the small positive difference ($\Delta = 0.05$) for politicians is insignificant ($p = 0.50$).

As for the remaining hypotheses, overall results are in line with expectations, since neither $B2$ decisions following a no-message signal (hypothesis 2b), nor costly signals following the draw of a black ball (hypothesis 3a) or a white ball (hypothesis 3b) are significantly more frequent in either the high cost or low cost treatment ($\Delta = -0.01$, $\Delta = -0.13$, $\Delta = -0.04$ and $p = 0.26$, $p = 0.11$, $p = 0.26$ respectively). However, whereas the results for the latter two hypotheses hold in the student population, there are significant anomalies in politicians’ behavior. Here, the differences in relative frequencies of costly signalling ($\Delta = -0.49$ and $\Delta = -0.46$ respectively) are significant ($p = 0.02$ and $p = 0.03$ respectively). We return to these general patterns and anomalies in the two subject pools below. For now we move on to a more detailed discussion of behavior amongst politicians and student populations (hypotheses 4–6).

**Hypothesis 4** (gamesmanship, senders). We apply the same measure for prediction errors (for players in the role of senders) as is used in Potters and van Winden (2000:511). It turns out that both the unweighted and the weighted versions of this measure of out-of-equilibrium behavior is substantially larger for politicians (0.31 and 0.30 respectively) than for students (0.21 and 0.23 respectively). Moreover, the differences are statistically significant in MWU tests ($p = 0.05$ for the unweighted difference and $p = 0.07$ for the weighted difference). This finding is in opposition to expectations. One would expect politicians to perform better than students. At the very least they should have some knowledge of the doings of “[p]ublic affairs managers [who] are professionally skilled to transmit information and to influence the beliefs and behavior of policy makers” (ibid. 505), and some experience in having played a structurally similar signalling game as senders in their electoral campaigns.

24. Consulting Table 14.3, the average difference of 0.33 in costly signaling ($c_{ij}$) between subjects drawing a black and a white ball is $\Delta = \pi(c_{ij}|S_b) - \pi(c_{ij}|S_w) = 0.75 - 0.42 = 0.33$ (in which $\pi$ stands for proportion).
Hypothesis 5 (gamesmanship, receivers). The perhaps most interesting difference between the two subject pools concerns behavior in the role of receivers, i.e. the role to which politicians should arguably be especially accustomed. Applying our measure of out-of-equilibrium behavior \(\left(\frac{1}{2}|\rho_s - \beta_s| + \frac{1}{2}|\rho_s,\epsilon_k - \beta_s|\right)\) reveals that politicians, even in the role of receivers, have larger decision errors (0.33) than students (0.25). However, this difference is not statistically significant \((p = 0.13)\). Nevertheless, the data speak against the general hypothesis that professional experts (here: politicians in the role of receivers) do (significantly) better than laymen.

Hypothesis 6 (separation). We use an equivalent test to the one in Potters and van Winden (2000:505–506). Specifically, the measure in question \((S_b - S_w)\) is meant to tap the ability of achieving full separation \((S_b = 1 – S_w = 0)\), a result that is off-equilibrium \((S_b = 1\) and \(S_w = 1/4)\) but that will nevertheless leave subjects with higher earnings. Since politicians are presumably more experienced in lobbying situations, we expect them to achieve a higher degree of separation than students.\(^{25}\) The results, however, go in the opposite direction. While politicians on average achieve a separation measure of 0.26, students achieve a separation measure of 0.41. Moreover, this difference of \(\Delta = -0.15\) is significant \((p = 0.09)\).

Finally, one may wonder if there are signs of convergence on (perhaps higher) levels of separation over the course of the ten rounds. Since we have only two independent draws per period per subject pool, a same-color draw in the two renders the separation measure undefined. A complete round-by-round mapping of separation is therefore not possible. However, we may compare separation in the first five rounds with that for the last five rounds. Figure 14.1 displays the pattern for the two subject pools. As can be seen from the figure, separation seems to be reasonably stable between early and late parts of the experiment\(^{26}\), with levels for students consistently higher than that for politicians.

\(^{25}\) In line with Potters and van Winden (2000:505), we may argue that behavior to this end in particular implies that senders should avoid sending deceitful messages when the color is white. Also, one may argue that the existence of professional rules of conduct such as a never cheat or misinform rule is conducive in that respect \((ibid.)\). Again, we may argue that politicians’ experience with real-life lobbying situations may also result in behavioral influence from what originates more specifically from calculations on the part of lobbyists. Or one may assume that strong, but nevertheless general norms of honesty harbored by politicians themselves also influences behavior in situations that are not defining features of the policy-maker role.

\(^{26}\) There are no significant differences between separation measures in early and late periods, neither for students nor for politicians. This is similar to patterns found in Potters and van Winden’s (2000:512) study. The authors find no particular pattern of convergence, but they do, conversely, find that professionals (lobbyists) consistently achieve higher separation than non-professionals (students).
14.3.2 PAYOFF STRUCTURE EFFECTS

We now look specifically at differences in behavioral patterns between student subjects playing under the lottery and money payoff structures, respectively. We focus on tendencies for equilibrium (or sensible off-equilibrium) behavior in the two types of games. In other words we parallel the above tests for hypotheses 4 through 6, but now with payoff structure substituting for subject pool categories as the group effect.

First, however, we note that play in the experimental rounds with payment in the form of money (and with students as players) is by and large in accordance with the expectations of hypotheses 1 through 3. With the relevant differences ($\Delta$) calculated from terms in the lower rows of Tables 14.3 and 14.4, the appropriate statistical tests (WSR or MWU tests) reveal that costly signals are sent more frequently after a draw of a black ball ($\Delta = 0.28$, $p = 0.07$, see hypothesis 1a); $B^2$ decisions are more frequent in the face of a costly signal ($\Delta = 0.48$, $p = 0.00$, see hypothesis 1b); $B^2$ decisions given a costly signal are more frequent in the high cost treatment ($\Delta = 0.26$, $p = 0.10$, see hypothesis 2a); $B^2$ decisions in situations of no signal are somewhat more frequent in the high cost treatment ($\Delta = 0.15$, $p = 0.09$, see hypothesis 2b). The last finding is in breach of expectations; the relative frequency of costly signals after a draw of a black ball is independent of whether the game is played in the high or low cost treatment ($\Delta = -0.23$, $p = 0.22$, see hypothesis 3a); the same goes for the sending of costly signals in the face of a white draw dependent on treatment ($\Delta = -0.18$, $p = 0.34$, see hypothesis 3b).

Turning finally to differences in behavior between the money and the lottery sessions, it turns out that sender gamesmanship is not much different from the one
version to the next. Whereas students in the money game have decision error measures of 0.25 (unweighted measure) and 0.27 (weighted measure), students in the lottery game can show for quite similar measures of 0.21 (unweighted) and 0.23 (weighted) (as reported earlier). Moreover, the differences are not statistically significant ($p = 0.43$ for unweighted measures; $p = 0.40$ for weighted measures). It seems, however, that receiver behavior may be influenced by the payoff structure of the game. While students in the money game, on average, have receiver decision errors of 0.14, students in the lottery game display a somewhat higher error rate of 0.25. Moreover, the difference between the two is statistically significant ($p = 0.04$). Lastly, it turns out that levels of separation do not seem to vary between the two types of games, with students in the money games achieving a slightly inferior separation measure of 0.28 compared to the reported 0.41 for students in the lottery games (the difference not statistically significant at $p = 0.29$).

14.3.3 SUMMING UP THE RESULTS
Statistical tests show that politicians behave less in accordance with predictions from the model than do students. The behavior of the former falls short of expectations on four (hypotheses 1b, 2a, 3a, 3b) out of six counts (hypotheses 1a through 3b). Students perform more in accordance with model expectations, failing to conform to one expectation (hypothesis 2a). Moreover, in terms of behavior politicians perform significantly worse than students in the role of senders and, importantly, do no better than students in the role of receivers. Finally, students achieve significantly higher rates of separation than politicians. We stress that these results pertain to patterns in games where the lottery payoff scheme is applied. However, in supplementary tests of effects from the applied payoff structure, it is found that students by and large conform to model expectations, regardless of payoff scheme.

14.4 CONCLUSION
We have replicated a costly signaling game, comparing the behavior of students and elite politicians. Both groups deviate from equilibrium predictions. However, elite politicians are substantially more off-mark than students. We cannot entirely rule out that our choice of payoff procedure is partially responsible for the results obtained, though the robustness of student behavior to payoff procedure indicates that the lottery procedure might not be culpable for the results. Caution has to be taken due to the low number of observations in our experiment. This said, the main
pattern of more equilibrium deviations by elite politicians seems fairly robust. Most surprisingly, perhaps: elite politicians are no better than students in the role of receivers (interpreting and acting on lobby signals).

In our opinion, and with the appropriate methodological qualifications, our results raise questions pertaining to the external validity of the costly signaling model.

Why do elite politicians deviate more from equilibrium than students? There may be a number of reasons for this. The experiment was conducted without contextualizing it as a lobby problem. A speculation is that a less abstract context could have primed the experience of the politicians more effectively.

Furthermore, any one–or any combination–of the highly stylized assumptions underpinning the lobby model may constitute a poor approximation to the kind of lobby relations experienced by elite politicians in their daily dealings. For instance, real-life interactions are usually repeated under an open horizon, making reputations salient, and expanding the set of equilibria. Also, politicians in real life situations typically encounter more than a single signal. Multiple signals are usually more informative than single signals, and should induce more honesty. If such experiences prime the lab behavior of politicians, it may produce excessive trust (compared to the equilibrium of the single signal model). Our experiment, however, was not designed to isolate reputational concerns and multiple signals.
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Chapter 15
The Past, Present and Future of Service Marketing:
From Understanding Quality to Understanding Customers

ANDERS GUSTAFSSON AND LINE LERVIK-OLSEN

ABSTRACT  Service marketing emerged in response to the shortfalls of product marketing. Although earlier traces exist, it gained traction in the mid 70s. The field's evolution can be divided into phases in which critical incidents can be identified that have led the service field in new directions. Central to the discipline is the service encounter. Research referred to here consists of ways of understanding customer experiences with the service encounter and consequences of the encounter. We summarize various methods or approaches that have been and are applied to understand the service encounter.

KEYWORDS: service encounter | customer experience | customer journey | Norwegian Customer Satisfaction Barometer

15.1 BACKGROUND
The service sector is likely to be the most important sector in any developed economy. In developed countries the service sector now generates more than 70% of a country’s GDP (Ostrom et al., 2010). The importance of the service economy is still increasing; the largest growth in the number of firms is in the service sector, which in turn means that the number of employees is also increasing in the sector. New, more service-oriented business models are being implemented, seen in manufacturing companies that are turning into service suppliers. For instance, IBM has totally shifted its business such that it no longer produces goods, but produces and delivers services only. We also see a rise in the collaborative economy and
companies such as Airbnb, Uber, and Craigslist are shifting the competitive rules in service industries (Benoit, Baker, Bolton, Gruber, & Kandampully, 2017). Furthermore, business models are shifting in the retail industry, where companies such as AliExpress and Amazon are forcing changes in competition. To survive, companies must be able to deliver good service with a perception of high quality that is adapted to customers’ needs. But this is just a necessary condition; to be competitive, they must go even further. Companies must understand and enhance customer engagement and experience in all parts of any service encounter. Consequently, there is no way around the fact that the service sector is increasing in importance and will continue to be relevant. To be relevant, researchers and organizations must develop new and better tools built to get a deeper understanding of the customer perspective. Companies must balance how much their customers want an organization to know about them with what they should find out. It is a fact that, with still emerging technology, organizations can acquire very deep knowledge about their customers.

Service researchers typically build on Shostack’s (1985, p. 243) definition of a service encounter as “a period of time during which a consumer directly interacts with a service.” It is during these encounters that customers form their perceptions of service quality. As customers experience multiple encounters, not only directly, but also indirectly through commercials or social media, various encounters may result in loyalty and relationship formations. The focus in a service encounter is usually on the core encounter, but what happens prior to and after the core will also influence the customers’ perception of the core service encounter and the overall relationship with an organization (Voorhees et al., 2017).

Service researchers have focused on trying to measure and understand the nuances in service encounters. Parasuraman, Zeithaml, and Berry (1988) developed their SERVQUAL model as an effort to understand the transaction-specific perception of service quality in a service encounter. This was followed by Fornell, Johnson, Anderson, Cha, and Bryant (1996), who recognized that relationships are formed over a series of transactions, a phenomenon known as the cumulative perspective of customer satisfaction. The next step is a realization that not all relationships are created equal and that companies must study portfolios of relationships (Johnson & Selnes, 2004) and understand where in a relationship formation a customer is (e.g., acquaintances, friends, and partners). These ideas were the start of a development to understand how to invest in customers to maximize customer lifetime value, that is, the accumulated cash flow a customer accrues during his or her lifetime (Kumar & Pansari, 2016). Companies need all of these in order to be profitable in the long term. The state-of-the-art thinking of service encoun-
ters from a cumulative perspective is to understand customer experiences over a
customer journey across different channels or touchpoints (e.g., online, in-store,
and customer service). These customer experiences can cut across a multitude of
service providers.

The purpose of this chapter is to give an overview of the above-described devel-
opment with a focus on understanding the service encounter. We will go back to
the start of the field, which is usually stated to be 1977 with a seminal paper by
Shostack (1977), and we end by giving one perspective on where the field may be
going in the future.

15.2 EARLY STAGES OF RESEARCH IN SERVICE—THE IMPORTANCE
OF SERVICE QUALITY

Even if there are earlier traces, Shostack’s 1977 article is generally stated as some-
what of a starting point of service as a field of research. She stated that product
marketing fell short when marketing services and that “new concepts are neces-
sary if service marketing is to succeed” (Shostack, 1977, p. 73). It was around the
same time as the quality movement had started to gain momentum, with important
figures such as Crosby, Deming, and Juran. In this school of thought, the quality
of products was defined in terms of consistency and low variation in the produc-
tion. This quality management perspective received extensive attention and enthu-
siasm, some of which was carried over to service research. For this quality per-
spective to be properly implemented, service as a phenomenon had to be
understood, which was followed by ways to measure and analyze the customer’s
perspective of a service encounter.

The initial focus in service research was on defining major concepts of what the
differences are between services and products. Zeithaml, Parasuraman, and Berry
(1985) summarized the discussion on the nature of services to consist of four char-
acteristics, services are intangible, heterogeneous, inseparable, and perishable (the
so-called IHIP) and that the focus in service was on the process components rather
than on the final product or the outcome of a process (Grönroos, 1998). A joke
sometimes told to better describe what a service was, was that a service, as
opposed to a tangible good, did not hurt if it was dropped on your foot. Another
very important and highly cited concept was the gap model (Parasuraman,
Zeithaml, & Berry, 1985). The gap model identifies five gaps—“these gaps can be
major hurdles in attempting to deliver a service which consumers would perceive
as being of high quality” (Parasuraman et al., 1985, p. 44). The natural conclusion
from these concepts was that service quality is seen as something different from
product quality and it must be measured and managed differently. For instance, quality attributes can be categorized as being search, experience, and credence attributes (Zeithaml, 1981). For products, search attributes (attributes that can be determined prior to purchase) are usually more important, while for service, experience and creденce attributes are more important. It is from these perspectives that the development of SERVQUAL should be seen. SERVQUAL is designed to measure and understand the service quality in one service encounter; in other words, SERVQUAL takes a transaction-specific view because it focuses one transaction. In the SERVQUAL model, service quality is said to be constituted of five dimensions (Parasuraman et al., 1988): tangibles (physical facilities, equipment, and appearance of personnel), reliability (ability to perform the promised service dependably and accurately), responsiveness (willingness to help customers and provide prompt service), assurance (knowledge and courtesy of employees and their ability to inspire trust and confidence), and empathy (caring, individualized attention the firm provides its customers). The general idea in SERVQUAL is to focus on the dimension that has the largest gap between expectation and performance and close this gap. The SERVQUAL has been very influential and heavily cited, and it does capture the low-hanging fruit when it comes to quality problems. It has, however, been criticized because there is no way of knowing that the identified gaps actually will affect customer satisfaction. In other words, even if there is a large gap between expectation and performance, there is no way of knowing that closing this gap will influence customer satisfaction, because we do not estimate the statistical effect from the gap on customer satisfaction. Also, since the service sector today covers more than 70% of everything that is produced in a country, it includes multiple contexts with multiple understandings of what constitutes quality. In light of this development, SERVQUAL having predefined dimensions and questions might not be sufficient to diagnose details of how to improve business. This paved the way for the next phase of the evolution; instead of focusing entirely on understanding quality, firms started focusing on what drives customer satisfaction and loyalty.

15.3 FROM SERVICE QUALITY TO CUSTOMER SATISFACTION AND LOYALTY

The logic behind the next phase of service research is that service quality is not the only aspect that is important for a company to gain market share. The focus should be on how to change or improve attributes in order to make their customers even more satisfied and in the process make existing customers more loyal and
attract new customers (Anderson, Fornell, & Lehmann, 1994). Also, no company has endless resources and will therefore have to carefully consider where an investment in quality should be made. Resource limitation makes improved quality an optimization process rather than a maximization process; in other words, where should a company invest to get the largest return on investment (Rust, Moorman, & Dickson, 2002). As previously noted, the original interest in marketing and consumer research was on transaction-specific satisfaction, or a customer’s experience with a product episode or service encounter. Although the transaction-specific approach had its merits, it does not perform well when predicting subsequent consumer behaviors and economic performance of firms (Fornell et al., 1996; Johnson, Anderson, & Fornell, 1995). In response to the low predictive ability of the transaction-specific approach, researchers started to focus more on what is called cumulative satisfaction (Johnson et al., 1995). The cumulative approach defines satisfaction as a customer’s overall experience to date with a product or a service provider; this includes the experience of all service encounters (Johnson & Fornell, 1991). At this stage we would like to point out that we cannot forget about the transaction; it is still important, but organizations need more tools to understand the holistic customer perspective. One of the most well-known approaches in this research is the national customer satisfaction models. The Swedish Customer Satisfaction Barometer (SCSB) model contains two primary drivers of customer satisfaction: expectations about how well the firm would perform when delivering quality and an assessment of how well the firm actually performed (Fornell, 1992). The model contained two consequences of customer satisfaction: customer complaints and customer loyalty. Later, perceived value was added as an antecedent of satisfaction.

The SCSB model is likely to be one of the most well-known models for measuring the causes and consequences of customer satisfaction. Over the years, the SCSB has been used an indicator of various important performance metrics such as market share (Rego, Morgan, & Fornell, 2013), stock market (Fornell, Mithas, Morgeson III, & Krishnan, 2006), and profitability (Anderson, Fornell, & Lehmann, 1994). The national customer satisfaction indexes are useful for the purpose of comparing an organization’s performance across industries to get a sense of how well it performs in its own industry and compared to companies in other industries. We will use the Norwegian Customer Satisfaction Barometer (NCSB) to exemplify this comparison. The same approach can, however, be used to measure and manage any organization’s more detailed understanding of the customer perspective (Johnson & Gustafsson, 2000). One of the most important aspects therefore is to create a good lens on the customers’ perception of the benefits an
organization delivers to its customers. These benefits are not measurable using single indicators but instead must be measured using a latent variable. For instance, easy access as a latent variable may be measured by ease of parking, opening hours, and ease of finding. The benefits will lead to attitudes or a perception of satisfaction which in turn leads to a behavior.

15.3.1 THE NORWEGIAN CUSTOMER SATISFACTION BAROMETER

A change from focusing on service quality to focusing on customer satisfaction as the crucial variable of interest took place throughout the 1990s and in the beginning of the new millennium. It all started in Sweden. Claes Fornell, professor at the University of Michigan, first launched the SCSB already in 1989 (Fornell, 1992). This model served as the prototype when developing the American Customer Satisfaction Index (ACSI) introduced in 1994 and the NCSB introduced in 1996 (Fornell, 1992). In the early days, the NCSB reported results from more than 42 companies across 12 industries; today NCSB reports results from 169 companies across 30 industries annually. NCSB has gained significant influence over the years and represents an important performance metric for companies as well as a benchmark toward competitors. The best performers in each industry, that is, the companies with the highest customer satisfaction scores, typically use their achievements for marketing purposes. The very first NCSB model was identical to the ACSI model, which was an evolution of the SCSB model. The only difference from the ACSI model was that the NCSB model included the variable “corporate image” and its relationship to customer satisfaction and customer loyalty (Johnson et al., 2001). However, at the core of the model we find the relationship between quality, cumulative customer satisfaction, and customer loyalty, which has been measured since the very beginning of NCSB’s existence, thus providing great insights for both the companies and researchers on how the level of customer satisfaction has developed over the years. Due to the shortcomings of the transaction-specific approach, the first version of the NCSB model was later expanded to include two relational dimensions, that is, calculative and affective commitment (ibid.). While the calculative commitment reflects customers’ economic and rational reasons to continue the relationship, affective commitment reflects customers’ warmer and more emotional motivations. Including commitment in the model led to a significant improvement in explaining customer loyalty. While the previous transaction-specific model explained only 20–30 percent of customer loyalty, the new model explained between 50 and 70 percent, depending on the type of industry (Johnson et al., 2001). In addition to including the relationship
dimensions, value was replaced by a purely price construct to avoid methodological problems between the earlier modeled quality and value variables. Recently, the NCSB model has been updated and extended by the addition of two variables (i.e., a company’s digital solutions, and its sustainability and corporate social responsibility (CSR), reflecting priorities across industries). The current NCSB model can be seen in Figure 15.1.

The current NCSB model includes six dimensions that customers evaluate in a service encounter (i.e., the price/value, tangibles, information, digital solutions, product quality, and service quality) in determining their satisfaction. Satisfaction in turn is related to both types of commitment as well as loyalty. Furthermore, satisfaction helps building the company’s reputation. The company’s sustainability and CSR efforts play a central role in customers’ evaluations of the company and affect satisfaction, affective commitment, reputation, and customer loyalty.

The evolution of the customer satisfaction barometer models does to a great extent reflect the evolution of three decades of service marketing research. First, applying the total quality management perspective to service marketing led to a focus on understanding quality in the 1980s. The focus shifted, however, to customer satisfaction in the 1990s as a response to the legitimate question, *Why is quality so important?* asked by both managers and academics. The answer of course being, *We want satisfied customers.* From around 1995 to 1999 the focus shifted to customer loyalty as a response to yet another legitimate question, that...

**FIGURE 15.1. The Norwegian Customer Satisfaction Barometer Model 2018**
is, *Why do we need to have satisfied customers?* The answer was, *Because we want loyal customers that come back, spread positive word of mouth and recommend the company to family and friends* (Zeithaml, Berry, & Parasuraman, 1996). At that time, it was established that it is less expensive to maintain existing customers than to constantly hunt for new ones. However, applying both strategies would be necessary, because the customer base is a leaky bucket.

While the customer satisfaction barometer models grasp the quintessence of the service encounter, they do not really include what is going on inside the company and how the inside affects the outside in terms of customer loyalty and profitability. The service-profit chain established the relationship between employee satisfaction on the inside and growth and profitability on the outside (Heskett, Jones, Loveman, Sasser, & Schlesinger, 1994). More specifically, the logic of this model is that the internal service quality (i.e., the work environment) influences employees’ satisfaction, productivity, and loyalty. Satisfied employees will be more productive and loyal, they will create greater value for customers, thus leading to customer satisfaction. Customer satisfaction drives loyalty, which ultimately affects both the company’s growth and its profitability. This model has had a tremendous influence both in academia and for practitioners. For example, educational programs have been developed in line with the logic, while leaders across industries have changed their practices accordingly.

**15.4 THE RELATIONSHIP PERSPECTIVE**

The next phase in the evolution of the field is to gain a better understanding of what constitutes a relationship between organizations and their customers at an individual level. Customer satisfaction is without a question very important. Not all relationships, however, are created equal and organizations must differentiate how a customer is treated according to how value is created. Furthermore, an organization must link value creation within individual relationships to the overall value creation of the organization (Johnson & Selnes, 2004). It can be argued that an organization cannot survive in the long term having only customers that are extremely satisfied and loyal, as this base will slowly shrink and become smaller. It has been said that an organization’s customer base is a leaky bucket and new customers constantly need to be added to cover the fixed costs. These ideas are closely related to the notion that all markets are created; no market is predefined. What companies must do is to nourish their market, or ecosystem, to make it grow and evolve continuously.
Also, although customer relationships with organizations are primarily economic relationships, they do have social meaning. Johnson and Selnes (2004) argue that customers start by being acquaintances and then are moved to being friends and then on to being partners. In this process, customers’ perceptions of commitment and trust are altered. Another premise is that all customer relationships are important for an organization because they need them in the short term to cover the fixed cost and in the long term they need loyal customers. The underlying logic also dictates that organizations can differentiate their investments in the customer base according to the value of a customer. One example of a study that is built on this approach can be found in Tarasi, Bolton, Gustafsson, and Walker (2013). They show that customers having higher cash-flow levels (e.g., younger, purchasing more products in more categories) have higher variability in their cash flow. When variability is higher purchase patterns are more difficult to predict. Younger customers are also easier to acquire and lose, and therefore more unpredictable, while older customers could be more reliable and predictable, and therefore easier to serve and plan for. These characteristics help managers decide how to allocate sales and service efforts to segments.

As readers of this chapter will see later on, this evolutionary track does continue and is likely to arrive at what is called the Internet of Things (we will return to this). However, before we do so, we need to cover another phase of the development: the customer experience perspective. This shift in focus was in part driven by Vargo and Lusch (2004), who suggested a revised logic focusing where services (rather than goods) are fundamental to economic exchange, and where the cocreation of value is the objective, thus emphasizing the role of the customer in any relationship. The experience is considered essential to value determination and the ecosystem is considered an active party in service provision (Lusch, Vargo, & O’Brien, 2007).

15.5 THE EXPERIENCE PERSPECTIVE

As physical store environments have started to have increased competition from online shopping, there has been an increased interest in the service encounter but from a slightly different perspective. Physical stores cannot compete head on with online stores on price therefore they must compete on something else—which happens to be the customer experience. The customer experience is defined as the period during which all service encounters relevant to a core service offering may occur (Voorhees et al., 2017). The service experience can be seen as a process while the encounter is a specific occurrence. The service experience is holistic in
nature and includes cognitive, affective, emotional, social, and physical responses to interactions with a service provider (Berry, Carbone, & Haeckel, 2002; Lemke, Clark, & Wilson, 2011).

There are at least three aspects of importance that we would like to point out. The first aspect is the process perspective; all service encounters imply a series of encounters that do not have to be with only one service provider (Lemon & Verhoef, 2016). What happens prior to and after the core encounter will affect the service experience. For instance, if a customer is given a coupon to use or even a recommendation from a friend, this action will influence downstream customer behavior and purchase decisions. Furthermore, customer processes may involve the use of different channels or touchpoints (i.e., Internet, catalogue, customer service, and a physical environment). It is very likely that customers will use different channels or touchpoints to achieve different goals. Because customers behave differently in different channels, companies would like to influence customers’ choice of channels. For instance, if customers buy products online, they are less likely to make spontaneous purchases. To capture this process perspective, companies need to understand the customer journey. We will explore this question in more detail below.

The second aspect we want to highlight based on the definition of “service experience” is that it is a multi-dimensional, or holistic, perspective. As pointed out by Bitner (1992) in her conceptualization of servicescapes, there are a multitude of attributes that will influence customer perceptions of an experience both in an online environment and in a physical environment. The layout, colors, scents, symbols, or sounds as well as employee behavior and the possibility for customer interaction (with all aspects of a company) are important components that all influence the perception of service quality. For instance, the color of a room will influence how a wine tastes (Spence, Velasco, & Knoeferle, 2014); scent influences the perception of quality (Baker, Grewal, & Parasuraman, 1994). As seen from the definition, customer experience cannot be measured as an outcome of one dimension (e.g., satisfaction). The definition implies that aspects such as emotions or even physical responses may be important. Technological developments such as facial recognition make it possible to capture these types of outcome variables.

The third aspect which is difficult to capture in order to evaluate customer experience is the influence of a context. No company acts in a vacuum; customer experiences are formed by previous encounters and existing offerings from competitors. The experience is thus formed as a relative measure according to previous experiences of what competition is doing. Furthermore, what customers value var-
ies according to both demographics and culture. If a company is active in different markets, it has to take this variation into consideration. Companies such as McDonald’s are well aware of this variation as shown by the fact that they adapt their offerings for different contexts.

15.5.1 THE CUSTOMER JOURNEY PERSPECTIVE

An experience can be thought of as the result of a process or as a customer journey that builds on multiple encounters at different touchpoints. Touchpoints can be seen as various ways a service provider has set up to interact with their customers. One of the ways to understand customer experiences is to follow in the footsteps of a customer across the touchpoints. On the Internet this is regularly done when customers leave traces on webpages they visit and by what they click on before making a purchase. This means companies can predict how customers will act in different situations. In a physical environment, predicting is slightly more difficult. Traditionally, this has been done by following customers around in stores and making notes on what they do. It looks as though new technology will make it possible to follow customers online just as easy as following them in a physical environment. If this happens, we will see predictions in real time in physical environments too. Personalized advertising can be used to nudge customers in making decisions just like in the movie the Minority Report where advertising is asking the main character John Anderton whether what he purchased the last time fits.

What is possible today is that a physical store can follow a customer throughout the store by communicating with the customer’s cell phone without the customer even knowing (Henry, 2013). How this happens is that a cell phone is constantly looking for free Wi-Fi and a receiver can pick up that signal and follow the customer (cell phone) around a store. In relation to this, stores especially in Asia have started to implement facial recognition to understand who (e.g., age and gender) is doing the shopping in a store. Digital advertising may also include eye trackers to detect interest in the transmitted advertising; if a customer is not interested, a new advertisement will be displayed. In addition, technology is also being developed that in essence involves transmitters (e.g., ibeacons) that are designed to send messages to customers who are using smartphones.

From a research perspective, these are very interesting technical solutions that will help us understand what a customer is doing in different settings. Customer engagement and connecting with a service provider emotionally are ways that service providers are trying to insulate customers from doing business on a transactional basis and/or just picking the best option according to price. With these
devices, we may understand what triggers arousal in different situations using, for instance, ways to measure electrodermal activity (EDA). We will also be able to understand what really happens with customer attention and behavior when scent or music is being used in physical stores.

This development is of course also slightly scary to think about but the technological solutions to accomplish this already exist and are already being tested or being used and we will have to get used to them in the future. What organizations are doing to counterbalance these opinions is to somehow pay customers to give away information.

15.6 INTERNET OF THINGS (IOT)

Technology is a game changer in the service context and it is changing how people behave (Larivière et al., 2017). For instance, new technologies such as smart grids, home management systems, electric cars, solar voltaic panels, and home batteries are changing the way customers perceive and manage energy consumption. Pre-requisites of this technology are that Internet connectivity can be collected from all of these devices. This is the notion of the Internet of Things (IoT); everything is connected and information can be harvested. Systems may react autonomously. The IoT is a game changer in itself with the potential to affect consumers, businesses, and societies in unforeseen ways. The IoT is a network of entities that are connected through any form of sensor, enabling these entities, which we term as “Internet-connected constituents,” to be located, identified, and even operated upon (Ng & Wakenshaw, 2017). The IoT represents a new context of service, characterized by a many-to-many, interconnected world, where people and devices are empowered by a constant flow of information and by the results of data analytics. The IoT is likely to disrupt many different markets such as healthcare, transportation, and retail.

As has recently been shown in the Cambridge Analytica scandal, data from the Internet, and in the future from the IoT, can potentially be linked to customers and used to predict when and where customers will want to have something, or will want to be connected to customer relationships. Here lies a potential danger but also a tempting future for the field—and this use of data is already being implemented. It was revealed recently that Amazon.com has obtained a patent for what it calls “anticipatory shipping”—a system of delivering products to customers before they place an order.
15.7 TRANSFORMATIVE SERVICE RESEARCH

Since 2010, researchers have started to recognize that because we are surrounded by all kinds of services every day, services actually have a much greater effect on our lives and well-being than traditional service dependent measures such as service quality, customer satisfaction, and loyalty reflect (Anderson & Ostrom, 2015). We go to school, to the doctor, we use financial services, governmental services, health care services, and more. The quality of these services affects our lives way beyond satisfaction and loyalty, they actually affect the quality of our lives and general well-being. This field of research is referred to as “transformative service research” and can be defined as research that focuses on “creating uplifting changes aimed at improving the lives of individuals, both consumers and employees, families, communities, society and the ecosystem more broadly” (Anderson & Ostrom, 2015, p. 243). In this area, both detractors and enhancers of well-being are studied in a variety of contexts, from financial services to health care. So far, topics such as cocreation, employee well-being, vulnerable consumers, social support, access, service literacy, service design, and service systems have been studied, while new themes are added as we speak (Anderson & Ostrom, 2015, p. 243).

15.8 FUTURE RESEARCH AVENUES

The service sector continues to grow in size and importance for any developed country. With the growth comes an endless interest in knowledge about the customer perspective of things, which is at the heart of service research. We want to generate information that helps customers receive a better experience or improve their way of life. This thirst for customer information seems to be endless at the moment. Companies such as Facebook, Skype, and Google have knowledge about pretty much every aspect of what happens in their customers’ lives. The reason is that companies want to draw inferences from customer information in order to predict future behavior. Amazon, for instance, is predicting where a customer will make a purchase decision and send products ahead of time to ensure a quick delivery and a good customer experience. The IoT also makes it possible to localize and communicate with any product, and it will generate even more user information. Organizations will communicate with customers and employees in any physical environment, not just online. The communication is likely to occur with transmitters to communicate with various devices for the purpose of making customers aware of offerings in the vicinity. We have already started to see interactive advertising that reads faces and tries to figure out what generates customer interest. The
first self-checkout story has already been opened, meaning that every interaction a customer has with any product will be supervised. All of these developments are a bit scary to think about: so much information will be easily available and we must consider the implications. There is not much we can do to prevent such developments; it would be like trying to prevent the rain. What we can do is develop awareness and build on the benefits of this evolution.
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